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Abstract. Linearizability is a commonly accepted notion of correctness for li-
braries of concurrent algorithms. Unfortunately, it assumes a complete isolation
between a library and its client, with interactions limited to passing values of
a given data type. This is inappropriate for common programming languages,
where libraries and their clients can communicate via the heap, transferring the
ownership of data structures, and can even run in a shared address space with-
out any memory protection. In this paper, we present the first definition of lin-
earizability that lifts this limitation and establish an Abstraction Theorem: while
proving a property of a client of a concurrent library, we can soundly replace the
library by its abstract implementation related to the original one by our generali-
sation of linearizability. We also prove that linearizability with ownership transfer
can be derived from the classical one if the library does not access some of data
structures transferred to it by the client.

1 Introduction

The architecture of concurrent software usually exhibits some forms of modularity. For
example, concurrent algorithms are encapsulated in libraries and complex algorithms
are often constructed using libraries of simpler ones. This lets developers benefit from
ready-made libraries of concurrency patterns and high-performance concurrent data
structures, such as java.util.concurrent for Java and Threading Building Blocks for
C++. To simplify reasoning about concurrent software, we need to exploit the available
modularity. In particular, in reasoning about a client of a concurrent library, we would
like to abstract from the details of a particular library implementation. This requires an
appropriate notion of library correctness.

Correctness of concurrent libraries is commonly formalised by linearizability [12],
which fixes a certain correspondence between the library and its specification. The latter
is usually just another library, but implemented atomically using an abstract data type. A
good notion of linearizability should validate an Abstraction Theorem [10]: it is sound
to replace a library with its specification in reasoning about its client.

The classical linearizability assumes a complete isolation between a library and its
client, with interactions limited to passing values of a given data type as parameters
or return values of library methods. This notion is not appropriate for low-level heap-
manipulating languages, such as C/C++. There the library and the client run in a shared
address space; thus, to prove the whole program correct, we need to verify that one
of them does not corrupt the data structures used by the other. Type systems [6] and
program logics [13] usually establish this using the concept of ownership of data struc-
tures by a program component. When verifying realistic programs, this ownership of
data structures cannot be assigned statically; rather, it should be transferred between



the client and the library at calls to and returns from the latter. The times when own-
ership is transferred are not determined operationally, but set by the proof method: as
O’Hearn famously put it, “ownership is in the eye of the asserter” [13]. However, own-
ership transfer reflects actual interactions between program components via the heap,
e.g., alternating accesses to a shared area of memory. Such interactions also exist in
high-level languages providing basic memory protection, such as Java.

For an example of ownership transfer between concurrent libraries and their clients
consider a memory allocator accessible concurrently to multiple threads. We can think
of the allocator as owning the blocks of memory on its free-list; in particular, it can
store free-list pointers in them. Having allocated a block, a thread gets its exclusive
ownership, which allows accessing it without interference from the other threads. When
the thread frees the block, its ownership is returned to the allocator.

As another example, consider any container with concurrent access, such as a con-
current set from java.util.concurrent or Threading Building Blocks. A typical use of
such a container is to store pointers to a certain type of data structures. However, when
verifying a client of the container, we usually think of the latter as holding the owner-
ship of the data structures whose addresses it stores [13]. Thus, when a thread inserts a
pointer to a data structure into a container, its ownership is transferred from the thread
to the container. When another thread removes a pointer from the container, it acquires
the ownership of the data structure the pointer identifies. If the first thread tries to ac-
cess a data structure after a pointer to it has been inserted into the container, this may
result in a race condition. Unlike a memory allocator, the container code usually does
not access the contents of the data structures its elements identify, but merely ferries
their ownership between different threads. For this reason, correctness proofs for such
containers [1,7,17] have so far established their classical linearizability, without taking
ownership transfer into account.

We would like to use the notion of linearizability and, in particular, an Abstrac-
tion Theorem to reason about above libraries and their clients in isolation, taking into
account only the memory that they own. When clients use the libraries to implement
the ownership transfer paradigm, the correctness of the latter cannot be defined only in
terms of passing pointers between the library and the client; we must also show that they
perform ownership transfer correctly. So far, there has been no notion of linearizabil-
ity that would allow this. In the case of concurrent containers, we cannot use classical
linearizability established for them to validate an Abstraction Theorem that would be
applicable to clients performing ownership transfer. This paper fills in these gaps.

Contributions. In this paper, we generalise linearizability to a setting where a library
and its client execute in a shared address space, and boundaries between their data
structures can change via ownership transfers (Section 3). Linearizability is usually de-
fined in terms of histories, which are sequences of calls to and returns from a library in
a given program execution, recording parameters and return values passed. To handle
ownership transfer, histories also have to include descriptions of memory areas trans-
ferred. However, in this case, some histories cannot be generated by any pair of a client
and a library. For example, a client that transfers an area of memory upon a call to a
library not communicating with anyone else cannot then transfer the same area again
before getting it back from the library upon a method return.

We propose a notion of balancedness that characterises those histories that treat
ownership transfer correctly. We then define a linearizability relation between balanced



histories, matching histories of an implementation and a specification of a library (Sec-
tion 3). We show that the proposed linearizability relation on histories is correct in the
sense that it validates a Rearrangement Lemma (Lemma 13, Section 4): if a history H'
linearizes another history H, and it can be produced by some execution of a library, then
so can the history H. The need to consider ownership transfer makes the proof of the
lemma highly non-trivial. This is because changing the history from H’ to H requires
moving calls and returns to different points in the computation. In the setting without
ownership transfer, these actions are thread-local and can be moved easily; however,
once they involve ownership transfer, they become global and the justification of their
moves becomes subtle, in particular, relying on the fact that the histories involved are
balanced (see the discussion in Section 4).

To lift the linearizability relation on histories to libraries and establish the Abstrac-
tion Theorem, we define a novel compositional semantics for a language with libraries
that defines the denotation of a library or a client considered separately in an environ-
ment that communicates with the component correctly via ownership transfers (Sec-
tion 6). To define such a semantics for a library, we generalise the folklore notion of its
most general client to allow ownership transfers, which gives us a way to generate all
possible library histories and lift the notion of linearizabiliy to libraries. We prove that
our compositional semantics is sound and adequate with respect to the standard non-
compositional semantics (Lemmas 16 and 17). This, together with the Rearrangement
Lemma, allows us to establish the Abstraction Theorem (Theorem 19, Section 7).

To avoid having to prove the new notion of linearizability from scratch for libraries
that do not access some of the data structures transferred to them, such as concurrent
containers, we propose a frame rule for linearizability (Theorem 22, Section 8). It en-
sures the linearizability of such libraries with respect to a specification with ownership
transfer given their linearizability with respect to a specification without one.

The Abstraction Theorem is not just a theoretical result: it enables compositional
reasoning about complex concurrent algorithms that are challenging for existing ver-
ification methods (Section 7). We have also developed a logic, based on separation
logic [14], for establishing our linearizability. Due to space constraints, the details of
the logic are outside the scope of this paper. For the same reason, proofs of most theo-
rems are given in Appendix B.

2 Footprints of States

Our results hold for a class of models of program states called separation algebras [5],
which allow expressing the dynamic memory partitioning between libraries and clients.

Definition 1. A separation algebra is a set X, together with a partial commutative,
associative and cancellative operation x on X and a unit element ¢ € .. Here unity,
commutativity and associativity hold for the equality that means both sides are defined
and equal, or both are undefined. The property of cancellativity says that for each 6 €
X, the function 0 x - : ) — X is injective.

We think of elements of a separation algebra X' as portions of program states and the
* operation as combining such portions. The partial states allow us to describe parts
of the program state belonging to a library or the client. When the *-combination of
two states is defined, we call them compatible. We sometimes use a pointwise lifting
%1 2% x 2% — 2% of x to sets of states.



Elements of separation algebras are often defined using partial functions. We use the
following notation: g(z)J means that the function g is defined on =, dom(g) denotes
the set of arguments on which g is defined, and g[x : y] denotes the function that has
the same value as g everywhere, except for z, where it has the value y. We also write _
for an expression whose value is irrelevant and implicitly existentially quantified.

Below is an example separation algebra RAM:

Loc ={1,2,...}; Val = Z; RAM = Loc —p, Val.

A (partial) state in this model consists of a finite partial function from allocated memory
locations to the values they store. The * operation on RAM is defined as the disjoint
function union W, with the everywhere-undefined function [] as its unit. Thus, the *
operation combines disjoint pieces of memory.

We define a partial operation \ : X' x X' — X, called state subtraction, as follows:
05\ 01 is a state in X such that 6 = (63 \ 01) * 01; if such a state does not exist, 65 \ 61
is undefined. When reasoning about ownership transfer between a library and a client,
we use the * operation to express a state change for the component that is receiving the
ownership of memory, and the \ operation, for the one that is giving it up.

Our definition of linearizability uses a novel formalisation of a footprint of a state,
which, informally, describes the amount of memory or permissions the state includes.

Definition 2. A footprint of a state 0 in a separation algebra X is the set of states
6(0) ={0"|V0". (6 x0")] < (0x6")]}.

The function § computes the equivalence class of states with the same footprint as 6. In
the case of RAM, we have §(0) = {6’ | dom(0) = dom(6’)} for every § € RAM. Thus,
states with the same footprint contain the same memory cells.

Let F(X) = {6(0) | & € X} be the set of footprints in a separation algebra X.
We now lift the * and \ operations on X' to F(X). First, we define the operation o :
F(X) x F(X) = F(X) for adding footprints. Consider Iy, € F(X) and 01,60, € X
such that I; = §(61) and Iy = §(62). If O * 05 is defined, we let {1 o ly = (01 * 6);
otherwise [; ol is undefined. Choosing 67 and 65 differently does not lead to a different
result (Appendix B). For RAM, o is just a pointwise lifting of *. To define a subtraction
operation on footprints, we use the following condition.

Definition 3. The x operation of a separation algebra X is cancellative on footprints
when for all 01,05, 07,05 € X, if 01 * 05 and 0 x 0, are defined, then

(801 +62) = 8(6 = 05) A 6(61) = 3(61)) = 5(0:) = 6(6)).

For example, the * operation on RAM satisfies this condition.

When * of X is cancellative on footprints, we can define an operation \ : F(X) x
F(X) — F(X) of footprint subtraction as follows. Consider l1,ls € F(X). If for
some 01,05,60 € X, we have [; = §(01), lo = 6(02) and 02 = 67 * 0, then we let
Io\ 11 = &(0). When such 6,65,6 do not exist, I\ [; is undefined. Again, we can
show that this definition is well-formed (Appendix B). We say that a footprint [; is
smaller than lo, written [ < [y, when [5 \ /1 is defined. In the rest of the paper, we fix
a separation algebra X’ with the * operation cancellative on footprints.



3 Linearizability with Ownership Transfer

In the following, we consider descriptions of computations of a library providing sev-
eral methods to a multithreaded client. We fix the set ThreadID of thread identifiers and
the set Method of method names. A good definition of linearizability has to allow re-
placing a concrete library implementation with its abstract version while keeping client
behaviours reproducible. For this, it should require that the two libraries have similar
client-observable behaviours. Such behaviours are recorded using histories, which we
now define in our setting.

Definition 4. An interface action 1) is an expression of the form (t,call m(0)) or
(t,ret m(0)), where t € ThreadID, m € Method and 6 € X.

An interface action records a call to or a return from a library method m by thread
t. The component 6 in (¢, call m(6)) specifies the part of the state transferred upon the
call from the client to the library; 0 in (¢, ret m(#)) is transferred in the other direction.
For example, in the algebra RAM (Section 2), the annotation § = [42 : 0] implies the
transfer of the cell at the address 42 storing 0.

Definition 5. A history H is a finite sequence of interface actions such that for every
thread t, its projection H | to actions by t is a sequence of alternating call and return
actions over matching methods that starts from a call action.

In the following, we use the standard notation for sequences: ¢ is the empty se-
quence, «(%) is the i-th element of a sequence «, and |/ is the length of «.

Not all histories make intuitive sense with respect to the ownership transfer reading
of interface actions. For example, let >’ = RAM and consider the history

(1, call my (10 : 0])) (2, call ma([10 = 0]))(2, ret ma([]) (1, ret ma([])).

The history is meant to describe all the interactions between the library and the client.
According to the history, the cell at the address 10 was first owned by the client, and
then transferred to the library by thread 1. However, before this state was transferred
back to the client, it was again transferred from the client to the library, this time by
thread 2. This is not consistent with the intuition of ownership transfer, as executing the
second action requires the cell to be owned both by the library and by the client, which
is impossible in RAM.

As we show in this paper, histories that do not respect the notion of ownership, such
as the one above, cannot be generated by any program, and should not be taken into
account when defining linearizability. We use the notion of footprints of states from
Section 2 to characterise formally the set of histories that respect ownership.

A finite history H induces a partial function [H]* : F(X) — F(X), which tracks
how a computation with the history H changes the footprint of the library state:

FFi =t [H6l = [H]08(0), if 6 = (call () A (LHT 0 50)1:
[l = [ 6(0), it &= (. ret (6)) A ([T 60))1:
[H]%l = undefined,  otherwise.

Definition 6. A history H is balanced from | € F(X) if [H]*(1) is defined.

Let BHistory = {(I, H) | H is balanced from [} be the set of balanced histories and
their initial footprints.



Definition 7. Linearizability is a binary relation C on BHistory defined as follows:
(I,H) © (I',H') holds iff (i) I < I; (ii) H|; = H'|; for all t € ThreadID; and (iii)
there exists a bijection w: {1,...,|H|} = {1,...,|H'|} such that for all i and j,

H(i) = H'(w(i) A (i < § A H() = (o ret) AHGG) = (- call ) = w(i) < 7(5)).

A history H' linearizes a history H when it is a permutation of the latter preserving
the order of actions within threads and non-overlapping method invocations. We addi-
tionally require that the initial footprint of H’ be smaller than that of H, which is a
standard requirement in data refinement [9]. It does not pose problems in practice, as
the abstract library generating H’ usually represents some of the data structures of the
concrete library as abstract data types, which do not use the heap.

Definition 7 treats parts of memory whose ownership is passed between the library
and the client in the same way as parameters and return values in the classical defini-
tion [12]: they are required to be the same in the two histories. In fact, the setting of
the classical definition can be modelled in ours if we pass parameters and return values
via the heap. The novelty of our definition lies in restricting the histories considered to
balanced ones. This restriction is required for our notion of linearizability to be correct
in the sense of the Rearrangement Lemma established in the next section.

4 Rearrangement Lemma

Intuitively, the Rearrangement Lemma says that, if H C H’, then every execution trace
of a library producing H’ can be transformed into another trace of the same library that
differs from the original one only in interface actions and produces H, instead of H'.
This property is the key component for establishing the correctness of linearizability on
libraries, formulated by the Abstraction Theorem in Section 7.

Primitive commands. We first define a set of primitive commands that clients and
libraries can execute to change the memory atomically. Consider the set 2% U {T} of
subsets of X' with a special element T used to denote an error state, resulting, e.g.,
from dereferencing an invalid pointer. We assume a collection of primitive commands
PComm and an interpretation of every ¢ € PComm as a transformer f! : X — (2* U
{T}), which maps pre-states to states obtained when thread ¢ € ThreadID executes ¢
from a pre-state. The fact that our transformers are parameterised by ¢ allows atomic
accesses to areas of memory indexed by thread identifiers. This idealisation simplifies
the setting in that it lets us do without special thread-local or method-local storage for
passing method parameters and return values. For our results to hold, we need to place
some standard restrictions on the transformers f! (see Appendix A).

Traces. We record information about a program execution, including internal actions
by components, using traces.

Definition 8. An action ¢ is either an interface action or an expression of the form
(t,c), where t € ThreadlD and ¢ € PComm. We denote the set of all actions by Act.

Definition 9. A trace 7 is a finite sequence of actions such that its projection history (1)
to interface actions is a history. A trace n is a client trace, if

Vi gt i < j An) = (tcall ) An(j) = (t,¢) = ki < k < j Ank) = (¢ ret ).



A trace £ is a library trace, if
Vit e. £(i)=(t,¢) = Fj.J<i NE(G) = (t,call ) A —-Tk.i<k<jANE(k)=(t,ret_).

In other words, a thread in a client trace cannot execute actions inside a library method,
and in a library trace, outside it. We denote the set of all traces by Trace. In the follow-
ing, 1 denotes client traces, &, library traces, and 7, arbitrary ones.

In this section, we are concerned with library traces only. For a library trace &, we
define a function [¢]p : 2% — (2% U{T}) that evaluates ¢, computing the state of the
memory after executing the sequence of actions given by the trace. We first define the
evaluation of a single action ¢ by [p]i : X — (2 U {T}):

[(t, 0)]iwd = fL(0); [(t, call m(6p))]ibf = if (6 % 6p)] then {6 = 6y} else 0;
[(t, ret m(0))]ibt = if (6 \ 6p)] then {6\ 6o} else T.

The evaluation of call and return actions follows their ownership transfer reading ex-
plained in Section 3: upon a call to a library, the latter gets the ownership of the specified
piece of state; upon a return, the library gives it up. In the former case, only transfers
of states compatible with the current library state are allowed. In the latter case, the
computation faults when the required piece of state is not available, which ensures that
the library respects the contract with its client.

Let us lift [¢]yb to 2% pointwise: for p € 2% we let [¢]ip = U{[¢lid | € p},
if V0 € p. [¢]ind # T; otherwise, [¢]ibp = T. We then define the evaluation []jp, :
2% — (2% U{T}) of alibrary trace ¢ as follows:

lelibp = ;5 [l = if ([€]ibp # T) then []in([{]ibp) else T.

In the following, we write [€]ib0 for [¢]iin({6}). Using trace evaluation, we can
define when a particular trace can be safely executed.

Definition 10. A library trace £ is executable from 0 when [€]i0 & {0, T}.

Proposition 11. If £ is a library trace executable from 6, then history(&) is balanced
Sfrom 6(0).

Definition 12. Library traces & and &' are equivalent, written & ~ &', if &|; = ¢'|; for
all t € ThreadlD, and the projections of £ and &' to non-interface actions are identical.

Lemma 13 (Rearrangement). Assume (6(0),H) T (6(0"), H'). If a trace &' is exe-
cutable from 0’ and history(£') = H’, then there exists a trace & executable from 0’
such that history(§) = H and € ~ ¢'.

The proof transforms &’ into £ by repeatedly swapping adjacent actions according to
a certain strategy to make the history of the trace equal to H. The most subtle place
in the proof is swapping (¢1, ret m1(61)) and (¢, call mo(62)), where ¢t # to. The
justification of this transformation relies on the fact that the target history H is balanced.
Consider the case when #; = 62 = 6. Then the two actions correspond to the library
first transferring € to the client and then getting it back. It is impossible for the client
to transfer 0 to the library earlier, unless it already owned 6 before the return in the
original trace (this may happen when 6 describes only partial permissions for a piece
of memory, and thus, its instances can be owned by the client and the library at the



same time). Fortunately, using the fact that H is balanced, we can prove that the latter
is indeed the case, and hence, the actions commute.

So far we have used the notion of linearizability on histories, without taking into
account library implementations that generate them. In the rest of the paper, we lift
this notion to libraries, written in a particular programming language, and prove an
Abstraction Theorem, which guarantees that a library can be replaced by another library
linearizing it when we reason about its client program.

5 Programming Language
We consider a simple concurrent programming language:
Cu=clm|C;C|C+C|C* Lu={m=C;...;m=C} S:u=letLinC]| ...|C

A program consists of a library L implementing methods m € Method and its client
Cy || ... || Cp, given by a parallel composition of threads. The commands include prim-
itive commands ¢ € PComm, method calls m € Method, sequential composition
C; C’, nondeterministic choice C' + C’ and iteration C*. We use + and * instead of
conditionals and while loops for theoretical simplicity: the latter can be defined in the
language as syntactic sugar. Methods do not take arguments and do not return values:
these can be passed via special locations on the heap associated with the identifier of
the thread calling the method. We assume that every method called in the program is
defined by the library, and that there are no nested method calls.
An open program is one without a library (denoted C) or a client (denoted £):

C o= let[-]inC|...||C L == let Lin[-] Pu=S|C|L

In C, we allow the client to call methods that are not defined in the program (but belong
to the missing library). We call S a complete program. Open programs represent a
library or a client considered in isolation. The novelty of the kind of open programs
we consider here is that we allow them to communicate with their environment via
ownership transfers. We now define a way to specify a contract this communication
follows.

A predicate is a set of states from X, and a parameterised predicate is a map-
ping from thread identifiers to predicates. We use the same symbols p, ¢, r for ordinary
and parameterised predicates. When p is a parameterised predicate, we write p, for the
predicate obtained by applying p to a thread ¢. Both kinds of predicates can be described
syntactically, e.g., using separation logic assertions ([14] and Appendix C).

We describe possible ownership transfers between components with the aid of
method specifications I', which are sets of Hoare triples {p} m {¢}, at most one for
each method. Here p and q are parameterised predicates such that p; describes pieces of
state transferred when thread ¢ calls the method m, and g;, those transferred at its return.
Note that the pre- and postconditions in method specifications only identify the areas of
memory transferred; in other words, they describe the “type” of the returned data struc-
ture, but not its “value”. As usual for concurrent algorithms, a complete specification of
a library is given by its abstract implementation (Section 7).

For example, as we discussed in Section 1, clients of a memory allocator transfer the
ownership of memory cells at calls to and returns from it. In particular, the specifications
of the allocator methods look approximately as follows:

{emp}alloc{(r=0Aemp)V (r Z0 ABlock(r))} {Block(blk)}free(blk){emp}



Here r denotes the return value of alloc; blk, the actual parameter of free; emp, the
empty heap ¢; and Block(r), a block of memory at address r managed by the allocator.

To define the semantics of ownership transfers unambiguously, we require pre- and
postconditions to be precise.

Definition 14. A predicate » € 2% is precise [13] if for every state 0 there exists at
most one substate 01 satisfying r, i.e., such that 61 € r and 6 = 01 * 05 for some 6.

Note that, since the * operation is cancellative, when such a substate 6, exists, the cor-
responding substate 65 is unique and is denoted by 6 \ r. Informally, a precise predicate
carves out a unique piece of the heap. A parameterised predicate r is precise if so is 7
for every t.

A specified open program is of the form I' - C or £ : I'. In the former, the
specification I" describes all the methods without implementations that C may call. In
the latter, I" provides specifications for the methods in the open program that can be
called by its external environment. In both cases, I" specifies the type of another open
program that can fill in the hole in C or £. When we are not sure which form a program
has, we write I' = P : I/, where I' is empty if P does not have a client, I is empty if
it does not have a library, and both of them are empty if the program is complete.

For open programs I' = C =let [-]inCy || ... || Cr,and £ : I" = let L in [—], we
denote by C(L) the complete program let Lin Cy || ... || C),.

6 Client-Local and Library-Local Semantics

We now give the semantics to complete and open programs. In the latter case, we define
component-local semantics that include all behaviours of an open program under any
environment satisfying the specification associated with it. In Section 7, we use these
to lift linearizability to libraries and formulate the Abstraction Theorem.

We define program semantics in two stages. First, given a program, we generate
the set of all its traces possible. This is done solely based on the structure of its state-
ments, without taking into account restrictions arising from the semantics of primitive
commands or ownership transfers. The next step filters out traces that are not consistent
with these restrictions using a trace evaluation process similar to that in Section 4.

Trace sets. Consider a program I" - P : I and let M C Method be the set of methods
implemented by its library or called by its client. We define the trace set (" - P :
I'") € 2Tac of P in Figure 1. We first define the trace set (C)I'S of a command
C, parameterised by the identifier ¢ of the thread executing it, a method specification
I, and a mapping S € M x ThreadlD — 2T giving the trace set of the body of
every method that C' can call when executed by a given thread. The trace set of a client
(C1 | ... |l CnD!'S is obtained by interleaving traces of its threads.

The trace set (C(L)) of a complete program is that of its client computed with
respect to a mapping Am, t. (C., );(-) associating every method m with the trace set
of its body C,,. Since we prohibit nested method calls, (C,,,| does not depend on the
I" and S parameters. Since the program is complete, we use a method specification I
with empty pre- and postconditions for computing (C4 || ... || C.). We prefix-close
the resulting trace set to take into account incomplete executions. A program I" - C
generates client traces (I" F CJ), which do not include internal library actions. This is
enforced by associating an empty trace with every library method. Finally, a program
L : I generates all possible library traces (£ : I"]. This is achieved by running



()i S={(t.};  (C1+C2)iS=(Cidi SU(Cadi'S;  (C*)IS=(ICD)S);
(]m[) S = {(t,call m(0,)) 7 (t,ret m(8y)) | 7 € S(m,t) N0y € pI* NOq € g1 };

(] D S—{7'17'2‘T1€(]C1D{S/\TQEQC2D55},

(]C'l oo Ca)ES=U{m || -+ || 7 |Vt = 1.y € (Ct)T S}

(let {m=Cm |meM}inCi| ... ||Cn) = prefix((C1 | ... || Ca)™*(Am,t. (Cm )i ()));
(CHlet[=]inCy || ... || Cu) = prefix((C1 || ... || Cu)™ (Am, t. {e}));

(let{m=Cn |meM}in[-]:T') =

prefix (Uk21qcmgc Il ... (k times) . .. || Cmge)” (N, t. qcm[);(,))) ‘

Fig. 1. Trace sets of commands and programs. Here I'. = {{{e}} m {{e}} |me M}, I" =
{{p"Im{¢"} | me M}, M = {mi,...,m;}, Cmgc = (m1 + ...+ my)", and prefix(T")
is the prefix closure of T'. Also, 7 € 71 || ... || 7 if and only if every action in 7 is done by a
thread ¢ € {1,...,n} and for all such ¢, we have 7|, = 7.

the library under its most general client, where every thread executes an infinite loop,
repeatedly invoking arbitrary library methods.

Evaluation. The set of traces generated using (-) may include those not consistent with
the semantics of primitive commands or expected ownership transfers. We therefore
define the meaning of a program [I" = P : I''] € X — (2T U {T}) by evaluating
every trace in (I" = P : I'') to determine whether it is executable.

First, consider a library £ : I". In this case we use the evaluation function [
defined in Section 4. We let [£ : I']0 = T, if

3.t (Fe. [€lwd £ T AE( ) € (L T)AFL(O) = T)V
(Tm. 0,. [€)ind # T AE (¢, ret m(0,)) € (L : T)
A6, € (tretm(6])) € (L T7) = [€ (¢ ret m(0)))]iwd = T).

Thus, the library has no semantics if a primitive command in one of its executions
faults, or the required piece of state is not available for transferring to the client at a
method return. Otherwise, [£ : I']0 = {£| £ € (L : I") A[€]ind € {0, T}}. This
gives a library-local semantics to £, in the sense that it takes into account only the
part of the program state owned by the library and considers its behaviour under any
client respecting I"’. This generalises the standard notion of the most general client to
situations where the library performs ownership transfers. Lemma 16 below confirms
that the client defined by (£ : I'') and [-];i is indeed most general, as it reproduces
library behaviours under any possible clients.

To give a semantics to I" - C, we define an evaluation function [1]client : 2
(2% U {T}) for client traces 7. To this end, we define the evaluation of a single action
© by [¢]ldient : X — (2% U{T}) and then lift it to client traces as in Section 4:

[(t, c)]clientd = fL(O); [(t, call m(6p))]ctientt = if (8\ 6p)J then {6\ Oy} else T;
[(t, ret m(6o))]clientd = if (6 % 6p)] then {0 = Oy} else 0.

When a thread ¢ calls a method m in I, it transfers the ownership of the specified piece
of state to the library being called. The evaluation faults if the state to be transferred
is not available, which ensures that the client respects the specifications of the library.



When the method returns, the client receives the ownership of the specified piece of
state, which has to be compatible with the state of the client. We let [I" F C]0 = T, if

3777t- (HC [nﬂcliente 7é TA 77(757‘3) € GF F CD A f(if(g) = T) \
(3m, 0,. [N]cientd # T An (t,call m(6,)) € (I'+C)
A VQ;,. 7 (t, call m(%)) e('EC) = [n(t,ret m(%))]]c“entﬂ =T).

Otherwise, [I' - C]0 = {n | n € (I F C) A [n]cientf & {0, T}}. This gives a client-
local semantics to C, in the sense that it takes into account only the part of the state
owned by the client and considers its behaviour when using any library respecting I'.

Finally, for a complete program C(L), we let [C(L)]0 = T, if 3r.7 € (C(L)) A
[7]is® = T; otherwise, [C(L)]0 = {7 | T € (C(L)]) A [T]if # 0} (note that using
[ ctient here would yield the same result). For a set of initial states I C X, let

(TP :T),I]={0,7)|6cIATe[l+P:I']6}

Definition 15. A program I' =P : I issafe at 6, if [[' + P : I''|0 # T, P is safe for
1 C X ifitis safe at 0 forall 0 € 1.

Commands fault when accessing memory cells that are not present in the state they are
run from. Thus, the safety of a program guarantees that it does not touch the part of
the heap belonging to its environment. Besides, calls to methods in I" and returns from
methods in I fault when the piece of state they have to transfer is not available. Thus,
the safety of the program also ensures that it respects the contract with its environment
givenby " or I'".

While decomposing the verification of a closed program into the verification of
its components, we rely on the above properties to ensure that we can indeed reason
about the components in isolation, without worrying about the interference from their
environment. In particular, our definition of linearizability on libraries considers only
safe libraries (Section 7).

Soundness and adequacy. The client-local and library-local semantics are sound and
adequate with respect to the global semantics of the complete program. These properties
are used in the proof of the Abstraction Theorem.

Let ground be a function on traces that replaces the state annotations 6 of all inter-
face actions with e. For a trace 7, we define its projection client(7) to actions executed
by the client code: we include ¢ = (¢, _) with 7 = 7’7" into the projection, if (i) ¢ is
an interface action; or (ii) ¢ is outside an invocation of a method, i.e., it is not the case
that 7|; = 71 (¢, call _) 273, where T2 does not contain a (¢, ret _) action. We also use
a similar projection lib(7) to library actions.

The following lemma shows that a trace of C(L) generates two traces in the client-
local and library-local semantics with the same history. The lemma thus carries over
properties of the local semantics, such as safety, to the global one, and in this sense is
the statement of the soundness of the former with respect to the latter.

Lemma 16 (Soundness). Assume I' = C and L : I safe for Iy and I, respectively.
Then so is C(L) for I = Iy and
V(H,T) € [[C(L),Il * IQH 3(91,7]) S [[C,Il]] 3(9275) S IIE,IQ]] 0 =61 x 05 N
history(n) = history(§) A client(7) = ground(n) A lib(7) = ground(&).



The following lemma states that any pair of client-local and library-local traces agreeing
on the history can be combined into a trace of C(£). It thus carries over properties of
the global semantics to the local ones, stating the adequacy of the latter.

Lemma 17 (Adequacy). If L : I" and I' - C are safe for I, and I, respectively, then

V(01,m) € [C, I1]-¥(02,&) € [L, I2]. ((A1 * 62)] A history(n) = history(§)) =
7. (61 % 02, 7) € [C(L), I * I2] A client(T) = ground(n) A lib(7) = ground(&).

7 Abstraction Theorem

We are now in a position to lift the notion of linearizability on histories to libraries and
prove the central technical result of this paper—the Abstraction Theorem. We define
linearizability between specified libraries £ : I, together with their sets of initial states
1. First, using the library-local semantics, we define the set of histories of a library £
with the set of initial states I history(L, I) = {(6(6p), history(7)) | (6o, 7) € [£, I]}.

Definition 18. Consider L1 : I' and Lo : I safe for I and I, respectively. We say
that (LQ, IQ) linearizes (Elyjl): written (,Cl, Il) C (ﬁQ,IQ), lf

V(ll,Hl) S hiStOFy([,l,[l).E(lQ,Hg) S hiStOI’y(,CQ,IQ). (ll,Hl) C (ZQ,HQ).

Thus, (La, I3) linearizes (L1, I1) if every behaviour of the latter may be reproduced in
a linearized form by the former without requiring more memory.

Theorem 19 (Abstraction). If L, : I, Lo : I, I' & C are safe for I, I, I, respec-
tively, and (L1,11) C (Lo, I5), then C(L1) and C(L2) are safe for I = I and I * I,
respectively, and

V(al,’ﬁ) c [[C(,Cl),_[* I1H.3(92,72) c [C(ﬁz),]* Ig]].client(ﬁ) = C|ient(7'2).

Thus, when reasoning about a client C(£1) of a library £, we can soundly replace
L, with a library £, linearizing it: if a linear-time safety property over client actions
holds of C(L5), it will also hold of C(L;). In practice, we are usually interested in
atomicity abstraction, a special case of this transformation when methods in Lo are
atomic. The theorem is restricted to safety properties as, for simplicity, in this paper we
consider only finite histories and traces. Our results can be generalised to the infinite
case as in [10]. The requirement that C be safe in the theorem restricts its applicability
to healthy clients that do not access library internals.

To prove Theorem 19, we first lift Lemma 13 to traces in the library-local semantics.

Corollary 20. If (6(6), H) C (6(6'), H') and L is safe at ', then
Ve e [L£]0 . history(¢') = H' = 3¢ € [L£]¢’. history (&) = H.

Thus, if (£1,11) C (L, I2), then the set of histories of £; is a subset of those of L:
linearizability is a sound criterion for proving that one library simulates another.

Proof of Theorem 19. The safety of C(£;) and C(L2) follows from Lemma 16. Take
(0,71) € [C(L1),I * I]. We transform the trace 71 of C(£L1) into a trace 75 of C(L2)
with the same client projection using the local semantics of £;, £o and C. Namely,
we first apply Lemma 16 to generate a pair of a library-local initial state and a trace



(01,&1) € [£1,11] and a client-local pair (0.,n) € [C,I], such that § = 6. * 6},
client(ry) = ground(n) and history(n) = history(&1). Since (£1,11) T (Lo, I2),
for some (07,&) € [La, I2], we have 6(07) < &(6)) and (6(6}),history(&1)) C
(6(62), history(&2)). By Corollary 20, &» can be transformed into a trace &, such that
(07, €5) € [L2,15] and history(&5) = history(&;) = history(n). Since 6(67) < §(6})
and (6. * 0; )], we have (6. x 67)]. We then use Lemma 17 to compose the library-local
trace &, with the client-local one 7 into a trace 72 such that (0,67, 72) € [C(L2), [* 2]
and client(72) = ground(n) = client(ry). O

Establishing linearizability with ownership transfer and its applications. We have
developed a logic for proving linearizability in the sense of Definition 18, which gen-
eralises an existing proof system [16] based on separation logic [14] to the setting with
ownership transfer. The logic uses the usual method of proving linearizability based on
linearization points [1, 12, 16] and treats ownership transfers between a library and its
environment in the same way as transfers between procedures and their callers in sep-
aration logic. Due to space constraints, the details of the logic are beyond the scope of
this paper and are described in Appendix D. We mention the logic here to emphasise
that our notion of linearizability can indeed be established effectively.

The Abstraction Theorem is not just a theoretical result: it enables compositional
reasoning about complex concurrent algorithms that are challenging for existing veri-
fication methods. For example, the theorem can be used to justify Vafeiadis’s compo-
sitional proof [16, Section 5.3] of the multiple-word compare-and-swap (MCAS) algo-
rithm implemented using an auxiliary operation called RDCSS [11] (the proof used an
abstraction of the kind enabled by Theorem 19 without justifying its correctness). If
the MCAS algorithm were verified together with RDCSS, its proof would be extremely
compicated. Fortunately, we can consider MCAS as a client of RDCSS, with the two
components performing ownership transfers between them. The Abstraction Theorem
then makes the proof tractable by allowing us to verify the linearizability of MCAS
assuming an atomic specification of the inner RDCSS algorithm.

8 Frame Rule for Linearizability

Libraries such as concurrent containers are used by clients to transfer the ownership of
data structures, but do not actually access their contents. We show that for such libraries,
the classical linearizability implies linearizability with ownership transfer.

Definition 21. A method specification I" = {{r"™} m{s™} | m € M} extends a
specification I' = {{p™}m{q™} | m € M}, if Vt.r]* Cpi* « A s C g « X.

For example, I might say that a method m receives a pointer x as a parameter:
{3x. paran[t] — x} m {param[t] — _}, where ¢ is the identifier of the thread call-
ing m. Then " may mandate that the cell the pointer identifies be transferred to the
method: {3x. param[t] — = * & — _} m {param[t] — _}. For a history H, let | H| 1
be the result of replacing every action ¢ in H by the action || ¢ || defined as follows:

(¢, call m(0)) | r = (¢, call m(6\ pi")); (¢, ret m(0)) | = (¢, ret m(6\ ¢;")).

|[H || is undefined if so is the result of any of the \ operations above. The operation
selects the extra pieces of state not required by I.



Theorem 22 (Frame rule). Assume (i) for all i € {1,2}, L; : I'and L; : T are safe
Sor I and I; * I, respectively; (ii) (L1 : I, 1) T (Lo : I I3); (iii) I extends I'; and
(iv) for every (60,6)) € Iy x I and § € L1 : '] (00 * 6()), the trace ||history(§) || is
executable from ). Then (Ly : I'", Iy xI) T (Lo : I, I3 I).

The proof of the theorem relies on Corollary 20. The linearizability relation established
in the theorem enables the use of the Abstraction Theorem for clients performing owner-
ship transfer. The safety requirement on £ and £ with respect to I’ is needed because
I not only transfers extra memory to the library in its preconditions, but also takes it
back in its postconditions. The requirement (iv) ensures that the extra memory required
by postconditions in I’ comes from the extra memory provided in its preconditions and
the extension of the initial state, not from the memory transferred according to I".

9 Related Work

In our previous work, we proved Abstraction Theorems for definitions of linearizabil-
ity supporting reasoning about liveness properties [10] and weak memory models [4].
These definitions assumed that the library and its client operate in disjoint address
spaces and, hence, are guaranteed not to interfere with each other and cannot com-
municate via the heap. Lifting this restriction is the goal of the present paper. Although
we borrow the basic proof structure of Theorem 19 from [4], including the split into
Lemmas 13, 16 and 17, the formulations and proofs of the Abstraction Theorem and
the lemmas here have to deal with technical challenges posed by ownership transfer
that did not arise in previous work. First, their formulations rely on the novel forms of
client-local and library-local semantics, and in particular, the notion of the most gen-
eral client (Section 6), that allow a component to communicate with its environment
via ownership transfers. Proving Lemmas 16 and 17 then involves a delicate tracking
of a splitting between the parts of the state owned by the library and the client, and how
ownership transfers affect it. Second, the key result needed to establish the Abstrac-
tion Theorem is the Rearrangement Lemma (Lemma 13). What makes the proof of this
lemma difficult in our case is the need to deal with subtle interactions between concur-
rency and ownership transfer that have not been considered in previous work. Namely,
changing the history of a sequential library specification for one of its concurrent im-
plementation in the lemma requires commuting ownership transfer actions; justifying
the correctness of these transformations is non-trivial and relies on the notion of history
balancedness that we propose.

Recently, there has been a lot of work on verifying linearizability of common al-
gorithms; representative papers include [1,7,16]. All of them proved classical lineariz-
ability, where libraries and their clients exchange values of a given data type and do not
perform ownership transfers. This includes even libraries such as concurrent containers
discussed in Section 1, that are actually used by client threads to transfer the ownership
of data structures. The frame rule for linearizability we propose (Theorem 22) justifies
that classical linearizability established for concurrent containers entails linearizabil-
ity with ownership transfer. This makes our Abstraction Theorem applicable, enabling
compositional reasoning about their clients.

Turon and Wand [15] have proposed a logic for establishing refinements between
concurrent modules, likely equivalent to linearizability. Their logic considers libraries
and clients residing in a shared address space, but not ownership transfer. It assumes
that the client does not access the internal library state; however, their paper does not



provide a way of checking this condition. As a consequence, Turon and Wand do not
propose an Abstraction Theorem strong enough to support separate reasoning about a
library and its client in realistic situations of the kind we consider.

Elmas et al. [7,8] have developed a system for verifying concurrent programs based
on repeated applications of atomicity abstraction. They do not use linearizability to
perform the abstraction. Instead, they check the commutativity of an action to be incor-
porated into an atomic block with all actions of other threads. In particular, to abstract
a library implementation in a program by its atomic specification, their method would
have to check the commutativity of every internal action of the library with all actions
executed by the client code of other threads. Thus, the method of Elmas et al. does not
allow decomposing the verification of a program into verifying libraries and their clients
separately. In contrast, our Abstraction Theorem ensures the atomicity of a library under
any healthy client.

Ways of establishing relationships between different sequential implementations of
the same library have been studied in data refinement, including cases of interactions
via ownership transfer [2,9]. Our results can be viewed as generalising data refinement
to the concurrent setting.
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A Additional Definitions

Conditions on the transformers for primitive commands. We place the following
restrictions on f! for every primitive command ¢ € PComm and thread ¢ € ThreadID:
— Footprint Preservation: for all 0,0’ € X,if 0’ € f!(0), then §(0') = 6&9).
— Strong Locality: for all 01,0, if (61 * 62)] and fi(6,) # T, then fi(0; x 05) =
fe(01) {0}

Footprint preservation prohibits primitive commands from allocating or deallocating
memory. This does not pose a problem, since in the context of linearizability, an alloca-
tor is just another library and should be treated as such. The strong locality of f! says
that, if a command c can be safely executed from a state ¢, then when executed from a
bigger state 61 * 0, it does not change the additional state 65 and its effect depends only
on the state #; and not on the additional state 85. The strong locality is a strengthening
of the locality property in separation logic [5]. While the usual locality prohibits the
command from changing the additional state, it permits the effect of the command to
depend on this state [9]. On the other hand, such dependency is forbiden by the strong
locality.

The transformers for standard commands, except memory (de)allocation, satisfy the
above conditions.

In the following, we sometimes use the pointwise lifting f% : 2% — 2* U {T} of
the transformers to sets of states:

T, if 30 € p. f1(0) = T;
felp) = {Ueep fL(0), otherwise.

Semantics of typical primitive commands. When our state model X' is RAM, we

typically consider following primitive commands:
skip, [E] = F', assume(FE),
where expressions E are defined as follows:
E:=Z|td|[E]| E+E|-E|E| ...

Here tid refers to the identifier of the thread executing the command, [E] returns the
contents of the address F in memory, and ! F is the C-style negation of an expression
E—it returns 1 when E evaluates to 0, and 0 otherwise. We denote by [E]y; € Val U
{T} the result of evaluating the expression F in the state 6 with the current thread
identifier ¢. When this evaluation dereferences illegal memory addresses, it results in
the error value T.

For the above commands and ¢ € ThreadID, we define corresponding transition
relation ~;: RAM x (RAM U {T}) in Figure 2. Using this transition relation, we then
define f! : RAM — 2RAM [T} for the primitive commands c as follows:

£1(0) = T, if0,c~ T;
T UA{O ] 0,c~ 0}, otherwise.

Example of a separation algebra with permissions. We now present an extension
RAM,, of the separation algebra RAM in Section 2, where states carry additional infor-
mation regarding permissions to access memory cells. Here we consider simple permis-
sions to read from and write to memory cells, often used to model read sharing among



multiple threads or program components.
Formally, the example algebra RAM,, is defined as follows:

Loc ={1,2,...}; Val = Z; Perm = (0, 1];
RAM,, = Loc — g, (Val x Perm).

A state in this model consists of a finite partial function from allocated memory lo-
cations to values they store and so-called permissions—numbers from (0, 1] that show
“how much” of the memory cell belongs to the partial state [3]. The latter allow a library
and its client to share access to some of memory cells. Permissions in RAM,, allow only
read sharing: when defining the semantics of commands over states in RAM,,, the per-
missions strictly less than 1 are interpreted as permissions to read; the full permission
1 additionally allows writing. This can be generalised to sharing permissions to access
memory in an arbitrary way consistent with a given specification’.

We remind the reader that for a partial function g, g(z)J means that the function g
is defined on x. We also write g(x)1 when it is undefined on x.

The * operation on RAM,, adds up permissions for memory cells. Formally, for
01,02 € RAM,,, we write 6, { 62 when:

Vo € Loc. 01 ()l A O2(x)] =
(3u77T1,7T2.91((E) = (U,7T1) A\ 92({17) = (u,ﬂ'g) AT +me < 1)

If 6, £ 62, then we define

0102 = {(z, (u,m)) | (61(2) = (u,m) AO2(2)1) V (02(2) = (u,m) AO1(z)T) V
(01(z) = (u,m) Aba(x) = (u,m2) A =71 + m2) }.

Otherwise, 0 * 05 is undefined. The unit for * is the empty heap []. This definition of
* allows us, e.g., to split a memory area into two disjoint parts. It also allows splitting
a cell with a full permission 1 into two parts, carrying read-only permissions 1/2 and
agreeing on the value stored in the cell. These permissions can later be recombined to
obtain the full permission, which allows both reading from and writing to the cell.

In the case of the algebra RAM,,, for § € RAM,, we have

5(0) ={0" | Vx. (0(x)) & 0 (x))) AVu, 7. (0(z) = (u,m) A < 1=
O(x) =0'(x)) A (0(x) = (u,1) = 0'(x) = (-, 1))}

In other words, states with the same footprint contain the same memory cells with the
identical permissions; in the case of memory cells on read permissions, the states also
have to agree on their values. It is easy to check that the condition in Definition 3 is
satisfied.

Finally, we define ! : RAM,, — 2RAM» LT} for primitive commands c, following
the same recipe as in the RAM case. In this case, we use the transition relation described
in Figure 3.

"' M. Dodds, X. Feng, M. Parkinson, and V. Vafeiadis. Deny-guarantee reasoning. In ESOP,
2009.



0, skip ~y 0

0,[E]=E  ~ 0O[[Elos:[E'es], if [E]e, € dom(8),[E']e,s € Val
0,[E]=E  ~n T, if [E]o,c &€ dom(8) or [E']o,e =T
0,assume(E) ~+ 6, if [E]s,s € Val — {0}
0,assume(E) ~»¢ T, if [Elos=T

Fig. 2. Transition relation for sample primitive commands in the RAM model. The result T indi-
cates that the command faults.

0, skip ~y 0

97 [E] =F e 9[[[Eﬂ9,t : (IIE/]]Q,t, 1)}7 if 9([[E]]01t) = (*7 1)7 HE/ﬂe,t € Val
0,[E]=E  ~»y T, if the above condition does not hold
0,assume(E) ~» 0, if [E]e,: € Val — {0}
0,assume(E) ~; T, if [Eloe=T

Fig. 3. Transition relation for sample primitive commands in the RAM,, model. The evaluation of
expressions [ETg,+ ignores permissions in 6.

B Proofs

B.1 Operational Semantics

It is more convenient for us to do the proofs using an operational semantics of the
language of Section 5, rather than its denotational-style semantics given in Section 6.

Control-flow graphs. In the definition of program semantics, it is technically conve-
nient for us to abstract from a particular syntax of programming language and repre-
sent commands by their control-flow graphs. A control-flow graph (CFG) is a tuple
(N, T,start, end), consisting of the set of program points N, the control-flow relation
T C N x Comm x N, and the initial and final positions start,end € N. The edges
are annotated with commands from Comm, which are primitive commands or method
calls m. Every command C' in our language can be translated to a CFG in the standard
manner.

We represent a specified program I" = P : I by a collection of CFGs. If P contains
a client with n threads running C;, t = 1..n, each thread ¢ is represented by the CFG
(Ny, Ty, starts, endy) of C;. Let Method(7P) be the set of all methods declared in P. For
each method m € Method(P) let C,, be the body of its implementation. Every such
method is then represented by the CFG (N, Try,, start,,, end,,) of C,,,. We also rep-
resent every method m € dom(I") by the CFG ({vy, }, 0, vy, v ), which corresponds
to a method body that returns immediately after having been called. This CFG does not
have any edges, because in the client-local semantics, we do not execute the implemen-
tation of such a method, but use its specification to incorporate the effect a call to the
method has on the program state. Finally, if P does not have a client (so n = 0), we
define a CFG of the form ({vf,zc}, 0, Vinge, Vimge) for each thread ¢ € ThreadID, and
let No = {vfogc | t € ThreadID}. These CFGs are used to represent the most general
client of the methods appearing in I'"’; see below. If P contains a client, we let Ny = (.

We often view the above collection of CFGs as a single graph with the node set
Node = No W H;_; Ni W, cmethod(Pywdom(r) Nm and the edge set T = W;_, T; &

LﬂmGMethod('P)u—Jdom(F) Ton.
Operational semantics with ownership transfer. Consider a program I' - P : I’



represented by its CFG. Let Pos be the set of thread positions:
Pos = Node & (Node x Node).

A thread position describes the call-stack of a thread: its last component describes the
program point of the current command, and the other component, when it exists, the
return point for the method called.

We define the set of program configurations as

Config = (ThreadlD —g,, Pos) x X U{T}.

The special configuration T indicates an error. The first component of a non-erroneous
configuration is a program counter, which defines the position of each thread in the
program, and the second defines the state of the program memory.

The operational semantics of I" F P : I is given by the transition relation
—rp,r: Config x Act x Config in Figure 4. The rules package a semantics for
complete and open programs into a single transition relation.

Equivalence of the semantics. Our operational semantics induces the trace interpre-
tation of programs I" = P : I". For a finite trace 7 and 0,0’ € Config we write
o Lfﬁp) o' if there exists a corresponding derivation of 7 using — . p . We de-

note by PCy the set of initial program counters of P, which is {[1 : starty,...,n :
start,,]} when P contains a client and {[1 : vh.,...,n : vf] | n > 1} when it

does not. The trace interpretation of P is defined as follows: [I" = P : I"]op0 = T, if
3ar, pcy € PCo. (pcy, 8) L)EPI, T; otherwise,

[P :I"opb = {7 | Ipcy € PCy. 3o € Config — {T}. (pcy, 0) L)}’P’F, o}

The following is a variation on the standard result about the equivalence of the
operational and the denotation semantics of a while-language.

Lemma23. [I'FP:I"]|,0 =[I"FP:I"]6.

Auxiliary definitions. We define several operations that relate configurations in the
semantics of C(L), C and L. A partial operation * : Pos x Pos — Pos combines
thread positions in the semantics of C and £ to obtain a position of C(L) as follows:
V¥ Ve = v and (v,vm) * (Vhge,v') = (v,0') for t € ThreadID. For all the other
combinations, the * operator is undefined. We lift * to program counters pointwise and
define * on non-erroneous configurations from Config:

(pcl’el) * (pc2a92) = (pcl * pc2791 * 92)

For a set of methods M we define functions client : Pos — Pos and lib® :
Pos — Pos, t € ThreadID that compute thread positions in the semantics of C
and £ corresponding to a position in C(L). We let client(v) = v, lib(v) = v},
client(v,v") = (v,v), lib(v,v") = (v} .., v"). We then lift these operations to program
counters as follows: (client(pc))(t) = client(pc(t)) and (lib(pc))(t) = lib(pc(t)).

In the following, we denote the set of all call actions by CallAct, return actions with
RetAct, and the actions of both kinds by CallRetAct.



(p,c,p') € TU{((vo,v), ¢, (vo,v)) | (v,c,0") €T} fe(@) #T 0" € fe(6)

pclt : p], 0 o), pcft : p'], 6 (1)
(p,c,p’) € TU{((vo,v),¢, (v0,v")) | (v,c,0") €T} fe(0) =T
pclt : p], 0 &9, )

Complete programs:

(v,m,v")eT

pct : v],0 el m), pclt : (v/, start,,)], 0 3)

pc[t : (v,endn)], 0 (et m), pclt : v], 0 4)
Client programs:

(v,mv)eT  {p}m{gyel  (0\p)l

pcft : v], 0 Leal mi6p)), pclt : (v,vm)], 0\ pe 5
(Uvma U/) erT {p}m{q} er (e\pt)T
pc[t : 'U], 0 (t,call m(e€)) T (6)

{pym{qterl’ 0q € qt (0% 04))

pclt : (v,vm)], 6 (et ma)), pclt : v], 0 x 04 @)

Library programs:

{ptmigter” O,ep  (0x0,)]

pelt : Vmge], 0 (el m®p)), pclt : (Vige, Startm)], 0 * 6, (8)
{ptmigtel”  (0\a)l

(t,ret m(0
pelt : (Uhger endy)], 0 0 pely ot 0\ o ©)

{ptmigter”  (0\q)?

pcll : (Vnge, endm)], 0 (et m{c)),

T (10)

Fig. 4. Transition relation —  p + for a specified program I" = P : I'"". We omit the subscripts
I',P, I to avoid clutter.



B.2 Properties of the o and \ Operations on Footprints

Proposition 24. The o operation is well-defined.

Proof. Consider /1,15 € F(X) and 61,02 € X such that [y = 6(0;1) and Iy = §(02).
Take another pair of states 67,605 € X such that l; = 6(0}) and Iy = §(65).
Thus, 0] € §(0;) and 6, € §(62), which implies:

(0] % 05)] <= (01 % 05)] <= (01 % 02){.
Furthermore, if 67 * 05 and 6, % 0 are defined, then for all 8’ € X,
(0] %05 % 0') | < (01 %05 % 0")| < (61 % 02 % 0')].

Hence, §(0; * 62) = 6(0] * 6}), so that o is well-defined. O
Proposition 25. The \ operation is well-defined.

Proof. Consider 11,l; € F(X) and 6,6-,07,05,0,0" € X such that 61,60 € [,
02,0, € la, 01 = 02 % 0 and 67 = 04 * 6. We have:

5(0 % 0) = 5(01) =1y = 6(6)) = 5(6, ).

Since 6(62) = 6(6%), by Definition 3 this implies §(6) = 6(6’), so that \ is well-defined.
O

We now list some the useful properties of \. In the following, we use the equality
that means both sides are defined and equal, or both are undefined.

Proposition 26. Forallly,ls, 15 € F(X), we have:

1. (ll \lg) o 12 = ll, lfll \ lg is deﬁned;

2. (lyola)\1la =1y, ifly o ly is defined;

3. (Liol)\lz3 = (I1\13) oy, ifly oly and Iy \ I3 are defined.

Proof. 1. Consider § € [; \ lo. Then there exist 6, € {1 and 02 € I such that 0«0y = 0.

Hence,
(ll \lg) (¢] lQ = 5(0 * 92) = 5(91) = ll.

2. Since [ o Iy is defined, so is 61 * O for some 0; € [; and 65 € l5. But then
01 € (ll o lg)\lg
3. By item 1, we get

ll (e} l2 = ((ll \13) o} lg) (e} l2 = ((ll \13) o} lg) e} lg.
Hence, (ll o lQ)\l3 = (l1 \lg) ols. O

B.3 Proof of Lemma 13

Below we sometimes write T, instead of C to make the bijection 7 used to establish
the relation between histories explicit.

Take 6,60’ € X and consider a trace £’ executable from 6’. Assume histories H, H'
such that history(¢') = H’, H C H' and H is balanced from [; = 4(6). By Proposi-
tion 11, H' is balanced from l; = 6(6"). We prove that there exists a trace £ executable
from ¢’ such that history(§) = H.



To this end, we define a finite sequence of steps that transforms £’ into £. In more
detail, £ is constructed using a sequence of traces «, executable from 6’, defined for
every prefix Hy of H of length k as described below. Every trace oy is such that for
some prefix Oy of « we have history(5x) = Hjy and H T, history(ay), where 7 is
an identity on actions in Hj,. Additionally, for all ¢, j with 7 < j, §; is a prefix of 3;.
Hence, the sequence of traces ) has a limit & such that for every k, (3 is a prefix of £
and history(£) = H. Then, as we show, £ is executable from 6" and history(¢) = H.

The transformation constructing a1 from ay, has one delicate case, whose proof
relies on the rest of transformation. We now formulate an auxiliary notion used in this
case, motivated by the proof of Lemma 28 below.

Definition 27. Two histories

IT[1 = H(tl, caII mq (91))H1 (tQ, ret m2(62))H2,
H2 = HH{(tQ, ret mg(ﬂg))(thcall ml(el))Hé

are conflicting if

— H' and H? are balanced from some 11 and l, respectively, such that ly < 1;
- tl 75 tQ;
_ Hl ETI’ HQ,'
— 7 is an identity on actions in H and maps the (t1,ret mq(61)) and (t2, call m2(6s))
actions in H" to the corresponding actions shown in H?;
— the history
HH{(tl,caII m1(91))(t2,ret m2(92))H§ (11)

is not balanced from ls.

To construct the sequence of traces, we let oy = £ and let the prefix Sy contain
all the client actions preceding the first call or return action in . The trace a4 is
constructed from the trace cv;, by applying the following lemma for &1 = S, £1&2 = ax,
H{ = Hj, and H{vH), = H. The lemma either successfully constructs a1, or yields
a pair of conflicting histories. In the following, we use techniques developed in the proof
of the lemma to show that no two conflicting histories can exist, which means that the
transformation succeeds in all cases, thus establishing the required.

Lemma 28. Consider a history H{1yH), and a library trace &€, executable from 0’
such that

history(¢1) = Hj, (12)
HyHj Er history(£162), (13)

where T is an identity on actions in H{. Then either H{) H} and another history com-
posed of actions from history(£1€2) are conflicting, or there exist traces £ and & such
that £, E4EY is executable from 6’ and

history(£1£5) = H{1, (14)
HiHy Cro history (€658 ), (15)

where ' is an identity on actions in H{1) in history(§1£55).

To prove Lemma 28, we transform & &5 into &1 E5EY by applying a finite number of
transformations that preserve their properties of interest, described in Propositions 29—
31 below.



Proposition 29. Let £ be a library trace and H a history such that H T history ().
Then swapping any two adjacent actions p1p2 in & executed by different threads such
that

1. ¢o € CallAct and if p1 € RetAct, then py precedes oy in H; or
2. 1 € RetAct and 2 € Act — CallAct,

yields a trace &' such that H T history(¢&').

The bijection 7' is defined as follows. If o1 &€ CallRetAct or oo ¢ CallRetAct,
then ™' = m. Otherwise, let i be the index of 1 in history(§). Then 7' (i + 1) = 7 (3),
(i) = w(i + 1) and 7' (k) = w(k) for k & {i,i + 1}.

Proposition 30. Swapping any two adjacent actions 12 in a library trace & such that
— 1 € Act — RetAct, 5 € CallAct; or
— 1 € RetAct, py € Act — CallAct,

preserves the executability of € from a given state.

Proof. Consider £ = &£1¢1¢2&2 and a state 6y such that ¢ is executable from 6. The
proof proceeds by case analysis on the kind of actions ¢; and ¢s. We consider only
one illustrative case, where 1 = (t1,¢) and @y = (i, call mo(0)). In this case,

T22([&]iwbo) # T and
[€10102]ib00 = f22([€1]iwbo) * {0} # 0.

By the Footprint Preservation property, we get (([€1]iibfo) * 6){. Then by the Strong
Locality property we get

[&101920iw00 = f22([61]ibo) = {0} = f22([&1]iwbo * {6}) = [E102¢1]ibb0-

a

Note that the above proposition does not allow swapping a return followed by a call.
This case is very subtle and relies crucially on the balancedness property of histories
under consideration. The swapping can be done under a certain condition, which is in
fact fulfilled in the context where we apply it in the proof of Lemma 28.

Proposition 31. Consider a library trace

§ = &i(t2, ret ma(62))(t1, call mq(61))&2

executable from 0 and a trace

f’ = 51 (t17 call mi (91))(t2, ret m2(92))§2.
If history(&') is balanced from 6(0), then £ is also executable from 0.

Proof of Lemma 28. From (12) and (13) it follows that £&; = £41)¢) for some traces &4
and &j. We have two cases.

1. 7 € CallAct. Let ¢ be the thread executing . From (12) and (13), any return
action by ¢ preceding % in history(£1£32) is in Hj, and thus not in &;. Furthermore, the
thread that executed 1 does not execute any actions in the subtrace £5. Thus, we can
try to move the action ¢ to the beginning of &; by swapping adjacent actions in ;&5 a



finite number of times as described in Propositions 29(1), 30 and 31. If we succeed, we
obtain the trace £;9£5). Conditions (14)—(15) then follow from Proposition 29(1) for
& =1 and & = £4E). We can only fail when Proposition 31 is not applicable due to
the history of the target trace £’ not being balanced. In this case, H{ H/, and the history
of the source trace £ in Proposition 31 are conflicting.

2. 1) € RetAct. Then &} cannot contain an action ¢ € CallAct, because in this case
 would precede v in history(£1€2). However, @ is in Hj and, thus, ¢ precedess ¢ in
Hjivy HY, so this would contradict (13). Hence, there are no call actions in &. Moreover,
for any action ¢ = (¢, ret _) in &} there are no actions by the thread ¢ in &} following
. Thus, we can move all actions from RetAct in the subtrace &} of &1 &5 to the position
right after ¢ by swapping adjacent actions in &1 &, a finite number of times as described
in Propositions 29(2) and 30. We thus obtain the trace ;&5 &) €}, where & consists of
return actions in &4 and &4 of the rest of actions in the subtrace. Conditions (14)—(15)
then follow from Proposition 29(2) for &5 = &5 and &5 = &//¢). O

All that remains is to show that there are no conflicting histories, hence guaranteeing
that the transformation in Proposition 31 is always applicable in the proof of Lemma 28.
To this end, we use the following auxiliary proposition.

Proposition 32. Assume H is identical to H', except it has extra calls, and H and H'
are balanced from Iy and ls, respectively, such that lo < ly. Then the o-combination
l. of footprints of states transferred at the extra call actions in H is defined, H' is
balanced from 1, and

[HT* = ([H'Ph) ole A [H'Fly < [H'P.

Proof. We prove the required by induction on the length of H. If H is empty, then so is
H' and . = (¢). Assume the statement of the proposition is valid for all histories H of
length less than . > 0. Consider a history H = Hyp of length n and a corresponding
history H' satisfying the conditions in the proposition. We now make a case split on the
type of the action ¢.

— (is a call transferring 0 that is not in H'. Then Hy and H' are identical except Hy
has extra calls. Hence, by the induction hypothesis for Hy and H’, H' is balanced
from [y, [H']%l, < [H']*1; and

[HI* L = [Howl*l = ([Hol*h) © 6(60) = ([H"*]lh) o (L © 6(6p))-

- s acall transferring 6 also present in H'. Then H' = H/,p, where H|, and Hy are
identical except Hj has extra calls. Hence, by the induction hypothesis for H, and
HY, we have

[H]*l = [Hopl*l = ([Ho]*1) 0 6(60) =
([Ho]* 1) o Le 0 6(60) = ([Hyel*l1) © 6(60) = ([H'T* 1) © 6(6p).-
In particular, H' is balanced from [;. By the induction hypothesis for Hy and H{,, we
also have [H{]*ly < [H{]¥1,. From this we get
[H')*l> = [Hpel'l2 = ([Hgl*l2) o 6(60) =
([H3I* ) © 6(60) = [Howl*la = [H'T*.



— ¢ is areturn transferring 6. Then it is also present in H', so that H' = H/;¢, where
Hy and H{ are identical except Hy has extra calls. Then by the induction hypothesis
for Hy and H|), we have:

[H]* = [Howl't = ([Hol0) \ 6(80) = (THI#) o 1)\ 5(6).

Since H' = H} is balanced from lo, ([H}]%12)\ 6 is defined. Furthermore, by
the induction hypothesis for Hy and H/,, we also have [[H(’)]]ﬁlg =< [[H(’)]]ﬂll. Hence,
([HAJ%1) \ 6g is defined as well. By Proposition 26(3), we then have:

[H] 1 = (([HY]*) 0 1) \ 6(6o) =
([H{*2)\ 6(60)) o L = ([Hpe]*lh) o le = ([H']*l1) o L.

In particular, H' is balanced from I;. From [H}]*ly < [H{]%I1, it also follows that

[H'Vl = [Hel e = ([H§]2) \ 6(60) =<

([HolF1) \ 6(60) = [Hoel*la = [H']PL.
O

Lemma 33. There are no conflicting pairs of histories.

Proof. Consider histories H' and H? satisfying the conditions in Definition 27. We
recall the form of the histories:

Hl = H(tl,call ma (91))H1(t2, ret mz(eg))Hg,
H? = HH{(tQ, ret m2(92))(t17call mq (61))[’[&

Since H? is balanced from I,
[H H](t2, ret ma(02))]*1> = ([HH1[*l2) \ 6(62)
is defined. Assume
[H Hi (t1, call my (61))]*l2 = ([H H]*la) © 6(61)
is defined. Since ([H H/{]%l5) \ §(62) is defined, by Proposition 26(3), we have:
[H H{ (1, call mq(6;
= (([HH]{]"12) 0 6(61

)

)

= ([HH]]*12) \ 6(62))
[[HHl (tg, ret m2(92))

(62)

5(61)

)(tQ, ret mg(az))ﬂﬁlg
\d
(tl, call m1(91))ﬂﬁl2

But then (11) is balanced from I[o, contradicting our assumptions. Hence,
([HH1]#12) © 6(61))1

A call action in H{ cannot be in Ho: in this case it would follow (2, ret m2(62)) in
H', but precede it in H?, contradicting H' = H?. Hence, all call actions in H are in
H,.Let Hy = H3H,4, where Hj is the minimal prefix of H; containing all call actions
from H;. Then

H' = H(tl, call m1(91))H3H4(t2, ret mg(eg))HQ



If H3 is non-empty, any return action in it precedes its last call action, which is also in
Hj. Since H L' H?, such a return action also has to be in H 1. Thus, all return actions
in H3 are in H}. Furthermore, any action by thread ¢; in H! preceding (¢1, call m1(61))
has to be in H. Since linearizability preserves the order of actions by the same thread,
this means that ¢; does not execute any actions in Hj.

The traces H! and H? are of the following more general form, which we denote
(F):
))H>,

H! = H0H3H4(t2, ret m2(92
)(tl, call m1(91))H§,

H? = H(/)Hi (tg, ret mg(eg)
where

— H' and H? are balanced from some [; and I, respectively, such that Iy < I;;

— Hy and H] are identical, except H has some extra call actions;

— all call actions in Hj are in Hs;

— all return actions in Hj are in H7;

- Hl ;ﬂ' H2;

— (t1,callmy(61)) isin Hy;

— 7 maps actions in HJ to those in Hy, (1, call m1(61)) to the corresponding acton in
Hy, and (to, ret mo(6s)) to the same action shown in H*;

— for all actions (¢, call _) in Hj that are not in H7, t does not execute any actions in
Hj; and

- (IHGH{]F12) 0 5(61))1-

This is obtained by letting Hy = H (¢4, call my(61)) and H) = H'.

In the following, we describe a process that transforms the histories H! and H?
into another pair of histories satisfying the conditions above, but such that H3 is strictly
smaller. Repeatedly applying this process, we can make H3 empty, obtaining histories
satisfying (F):

HoH, (t27 ret mo (92))H2,
H(/)Hi (1527 ret m2(02))(t1, call m1(91))H§

In particular, (([H{H|]%12) 0 6(61))1

Since all calls from H] are in Hs = ¢, H] contains only returns. Since the histories
are balanced from [; and I, respectively, [Ho]*l; and [H{]*l5 are defined. The history
Hj is identical to H{,, except it has extra calls. By Proposition 32, the o-combination
of footprints of states transferred at the extra call actions in Hj is defined. Since the
(t1,call my(6y)) action is in Hy, but not in H, this combination is thus of the form
8(61) ol for some . and

[Hol*l = ([Hol*h) 0 6(61) ol A [HgPla < [Hl*la.
Hence, ([Hj]%12) o 6(61) is defined. Since H contains only return actions,
[HoH Pl = ([Hg]P2) \ V',
where !’ is the o-combination of the footprints of states transferred at these actions. This

implies
[Hg[*ls = ([HoH{]s) o



where both expressions are defined. But then so is
([Holl2)? 0 6(6r) = ([HyH}[*12) o' 0 6(6r).

Hence, ([H}H{]*l5) o 6(6;) is defined, contradicting the opposite fact established
above. This contradiction implies that a conflicting pair of histories does not exist.

Assume histories H' and H? satisfying (F):

H!' = H0H3H4(t27 ret m2(92))H2,
H? = H(/)Hi (tg, ret mg(eg))(tg, call m1(91))H§,

We now show that from these we can construct another pair of histories satisfying (F),
but with Hj strictly smaller. We make a case split on the next action in Hs.

— Hj = (t,call m(0))Hs, such that the call action is not in Hj. Since linearizability
preserves the order of actions by the same thread, £ does not execute any actions in
Hj. Then we can let Hy := Hy(t,call m(6)) and Hs := Hs.

- H3 = (t,call m(0))Hs, such that the call action is in Hi. Let H =
H/(t,call m(6))H}, then

Hl = Ho(t, call m(@))H5H4(t2, ret mg(og))HQ,
H? = HYHY(t, call m(6)) HY (ta, ret mao(62)) (t2, call my (61)) Hj.

Using the transformations from item 1 in the proof of Lemma 28, we can try to
move the action (¢, call m(6)) to the beginning of HJ. If this succeeds, we can let
Hy := Hy(t,call m(0)), Hs := Hs, H) := H{(t,call m(9)) and H| := H}H]}.
Otherwise, we get a pair of conflicting histories, which are of the form (F) but with a
smaller Hs.

- H3 = (t,ret m(0))Hs. Then the return action is also in Hj, so that H| =
H(t, ret m(0))H}:

Hl = Ho(t, ret m(@))H5H4(t2, ret m2(02))H27
H? = H!H(t, ret m(0)) HY (o, ret ma(62)) (ta, call my (61))H.

Using the transformations from item 2 in the proof of Lemma 28, we can move the
return action to the beginning of H}, obtaining a pair of histories:

H!' = Ho(t, ret m(9))H5H4(t2, ret m2(92))H27
H? = H(/)(t, ret m(9))H§HQ‘(t2, ret m2(92))(t2, call m1(91))H§

Then we can let Hy := Ho(t,ret m(0)), Hs := Hs, H) := H|(t,ret m(0)) and

H) = HLH,
O

B.4 Proof of Lemma 16
Consider 69 € I and 69 € I, and let

0% = (pcg, 07 x 03) A o7 = (client(pcy), 09) A o3 = (lib(pcy), 02),



where PCy = {pc,}. Then 0¥ = o{ x 0.

Take a 7-labelled derivation using —¢ () that starts from 0% € Config. From this,
we now construct traces 7 and &, together with their derivations using —¢ and —,
such that if 7 leads to T, then so does 1 or &, and, otherwise,

n € [C]8Y A€ € [L£]69 A history(n) = history(£) A
client(7) = ground(n) A lib(7) = ground(§).

Our construction first considers every prefix 7; of 7 and builds traces 7; and ¢; in
the semantics of C and £ and their derivations for 7;. The two resulting series are such
that for ¢ < 7, the derivation of n; or &; is a prefix of that of n; or £;, which also implies
that the trace 7); or &; is a prefix of n; or &;. Because of this, the series have the limit
derivations and the limit traces, which are the desired ones.

The following claim lies at the core of our construction:

Consider a prefix 7; of 7, traces 7; and &; and configurations o, 01,02 € Config
suchthat o = o1 x 09 # T,

o0y (*}(L)a A o9 Loy A of N e

and
history(n) = history (&) A client(7;) = ground(n;) A lib(;) = ground(&;).

Assume 7 = T;7 for some action ¢ and trace 7. If o i>c( £y o for some
o’ # T, then there exist o}, 0 € Config — {T} and extensions 7,11 and &1 of
n; and &; with the corresponding derivations such that ¢’ = o} * o},

0 M+l x s 0 Sitl % s
O ——c01 N Oy ——p 09

and

history (n;+1) = history(§i1) A
client(7;4+1) = ground(n;+1) A lib(7;41) = ground(&;+1).

Also, if o i>c( £) 1, then there exist extensions 7,1 and &1 of 7; and &; such
that
o B Ty g9 e T
To prove the claim, we assume 7;, @, 7/, 0, 01, 02, 0", 1;, &; satisfying the assump-

tions in it. We now make a case-split on which of the rules (1)—(10) is used to derive
®.
— Rule (1) such that ¢ = (¢, ¢) € PAct is a client action in 7. Then, there exist pc, v, v’,

0,6¢’,01,05, such that (v, ¢,v") is in the control-flow relation of C, pc(t)1 and

o1 = (client(po)[t : v],01) A o = (lib(pc)[t : v, 02)
A o= (pclt:v],0) N O =0 %0 (16)

and
o' = (pc[t:v'],0) A O € fL(0).



Then by the Strong Locality property, we have
0" € fo(0) = fo(01 % 02) = fe(61) * {02}
Thus, 6’ = 0] x 0, for some 07 € fL(61). Let
o1 = (client(pc)[t : v'], 0)),
oh = 02, Miv1 = nip and &1 = &. Then ¢’ = o} * o}, and
o1 Se o).
We also have
client(r;¢) = client(r;) = ground(n;)e = ground(n;) = ground(n;4+1),

lib(r;) = lib(r;) = ground(&;) = ground(&;1)

and

history(n;+1) = history(n;) = history(¢;) = history(n;+1),
from which the required follows.
Rule (2) such that ¢ = (¢, ¢) € PAct is a client action in 7. Then there exist pc, v, v’,
6,01,04, such that (v, m,v’) is in the control-flow relation of C, (16) is fulfilled,
pc(t)t and fL(#) = T. By the Strong Locality property, this implies f!(61) = T.
But then

g1 Lc T,

as required.
Rules (1) or (2) such that ¢ € PAct is a library action in 7. This case is handled
similarly to the previous two.
Rule (3) such that ¢ = (¢,call m). Then there exist pc, v,v’, 8,01, 05, such that
(v,m, ") is in the control-flow relation of C, (16) is fulfilled, pc(¢)1 and

o' = (pcft : (v/,start,,)],0).
Since C is safe, we have 6; = 6] * 0, for some 6, € p;, where I'(m) = (p, -). Let
o1 = (client(po)[t : (v, vm)]) A o = (lib(pc)[t : (vfge, Starty,)]),
so that o x o, = ¢’ and

(t,call m(6,))

(t,call m(6,)) ’ ’
1 4)6 0'1 AN g9 —>E 0'2.

Now let 0,11 = n; (¢, call m(6,)) and &, 41 = &;(¢, call m(6,,)), then history(n;11) =
history (§i+1),

client(7;¢0) = client(7;) = ground(n;)p =
ground(n; (t, call m(6,))) = ground(n;41),

lib(r;0) = lib(7;)¢ = ground(&;) = ground(&;(¢, call m(6,))) = ground(&;+1)

and

history(n;+1) = history(n;) = history(n;)¢ =
history (i) = history(&;¢) = history (111).

Hence, the required follows.



— Rule (4) such that ¢ = (¢, ret m). Then there exist pc, v', 6,601, 02, such that pc(t)T
and

o= (pc[t: (v',end;,)],0) A o' = (pc[t:v'],0) A 0 =01
A oy = (client(pc)[t : (v, vm)], 01
A o9 = (lib(pe)[t : 'Umgcendm]a 2).

02
)

Since L is safe, we have 6 = 0 %6, for some 6, € ¢;, where I'(m) = (_, ¢). Hence,
for
/

ot = (client(pc)[t : v'],61 * 0,) A o = (lib(pe)[t mgc] 05),

we have ¢} * 0, = ¢’ and

(t,ret m(6y)) , (t,ret m(6q)) ’
1 ———————c 0] N 0 ———— 05.

Let n;41 = n;(t,ret m(6,)) and &;41 = &;(t, ret m(6,)), then the proof is finished
like in the previous case.

We have thus shown that the claim holds for all ¢. a

B.5 Proof of Lemma 17

Assume 7 € [C]0; and € € [L£]62 such that history(n) = history(§) and (67 * 62){.
Then there exist an n-labelled derivation using —¢ and a &-labelled derivation using
—s, starting from initial configurations o € Config and 03 € Config, respectively.
Without loss of generality, we can assume that of and o2 have the same number of
threads.

From the above two derivations, we now construct the required trace 7 €
[C(L)] (01 * 02) together with its derivation using —¢ (). We first build a series of
traces

Ty 71,725« -«

and their derivations. This series is such that for ¢ < j, the derivation of 7; is a prefix of
that of 7;, which also implies that 7; is a prefix of 7;. Because of this, the series has the
limit derivation and the limit trace, which are the desired ones.

The first element in the series is the empty trace € and the empty derivation consist-
ing of the initial configuration o} * o2 only. For the (i-+1)-st element with i > 0, we
assume that the ¢-th element 7; and its computation have been constructed and satisfy
the following property:

For some prefixes 1; and &; of n and £ such that

history (1) = history(&1) A client(;) = ground(n1) A lib(7;) = ground(&;)

1

and configurations o}, 02 € Config we have:

2 M % _1 &1 %
0‘0*0'0—>C(L)0’ * 0 /\00—>co /\0’0—>£0'

Now we define the (¢ + 1)-st element 7,11 and its derivation that maintain the property
above. As we explained above, the derivation for 7,11 will be an extension of that for
7; by one or more steps.



Assume 7 = 11011 and £ = &2 for some actions 1 and o9 and traces 7’
and £’ (the case of n = 7y or & = & is handled analogously). Let the following be the
transitions by 1 and @5 in the derivations for 7 and &:

01-1 ﬂm ol A af ﬁm 02,
where 0!, 02 € Config — {T}. We now make a case-split on types of actions ¢; and
o and which of the rules (1)-(10) are used to derive them.

— 1,2 € CallRetAct derived using rules (5) and (8) or (7) and (9). In this case
©1 = @2, because history(n;) and history(&;) are the same by our assumption, so
that their same-length prefixes history(7;)y; and history(7;)y2 have to be identical.
We only consider the case of (1, s € CallAct; the case of ¢1,¢p2 € RetAct is
handled similarly. Assume 1 = (t,call m(6,)) for I'(m) = (p,-) and 6, € p,.
Then, there exist pc;, pcy, v,v’, 61,02, such that (v, m,v’) is in the control-flow
relation of C, pc, ()1, pcy ()1 and

O"L'l = (pcl[t : v]ael)
A ol = (pei[t: (v, vm)], 07)
A 01'2 = (pC2[t : Umgc] 92)
A 0% = (pcylt : (Vg Starty )], 0 * 6))
A ofxo?=(( 0, %0 =0
i i pCl*pC2)[ ] 1% 2) A 91_01*911'

In this case

ol x 0% = ((pcy * pcy)[t = (v/,start,, )], 01 * 6),

is defined. Then ¢! x o2 is defined as well and

1 o (t,call m)

o] *0; ———¢(L) ol x o2

Hence, the desired 7541 is T;¢1, and its derivation is

1 (tcall m) 2
0’0*0'0—>C(£)0' *O’ —)C(L)J x 0

— @9 = (t,¢) € PAct, derived using (1). In this case for some pcy, pcy, 01, 62, 05, v, 0,
we have that (v, ¢, v") is in the control-flow relation of £, pc, (¢)71, pcy(¢)1 and

o} = (pcyt : (vo,vm)],01) A

07 = (pCalt : (Vnge, v)],02) A

0% = (pCat : (Vinge, V)] 03) A 05 € fL(62) A
g} xa? = ((pcy * pey)[t : (vo,v)], 01 * b2).

Since 6, * 65 is defined, by the Footprint Preservation property, 8}, € fX(62) implies
that 6, x 05 is defined as well. Then

ol 0” = ((pey * pey)lt : (vo, )], 01 = 63).

is defined. From the Strong Locality property, we have

01 % 0y € {01} = fo(02) = fo(61 % 02).



1

Hence, o; * af ﬂn;( 0) O'Z-l % 02. The desired Ti+1 18 T;¢2, and its derivation is:

1, 2 Ti 1, 2 #2 1, 2
00 % 0 —¢(g) Ti ¥ 05 ——re(c) 07 %0
— 1 € PAct. This case is handled similarly to previous one.

We have just shown how to construct 7; for all the cases. The desired derivation is
constructed as the limit of the sequence for 7;. It is easy to show that the resulting trace
7 satisfies client(7) = ground(n) and lib(7) = ground(§). O

B.6 Proof of Corollary 20
For a configuration o = (pc, _), let o(t) = pc(¢).

Consider states 6,6’ € I and histories H, H' such that (6(8), H) C (6(6"), H') and
L is safe at 0. Take a trace £’ € [L]#’ such that history(¢’) = H’. By Lemma 13, there
exists a trace £ executable from 6’ such that history(£) = H and £ ~ &’. We now show
that £ € [L]¢’.

Let £ = p1p2p3...and £ = A\ A2 )3 .. .. Let the following be a derivation of £’ in
the operational semantics of L:

00&501 ﬁ)ﬁdg&ﬂ()’g&c...

Using this derivation, we construct a series of finite derivations and define the desired
derivation for & as the limit of this series.

The starting point of the series is the empty sequence og. To construct the (¢ + 1)-st
element of the series, we make the following assumptions about the i-th one:

1. The ¢-th computation sequence has the form
RS 1 A2 1 A3 Ai ’
Oy ——>£ 01 —>£ 0y —L ... —>L 0;s
where o{, = 0.
2. Forall t and j < ¢, if £ is the minimal prefix of £’ such that {{|, = (A1 ... Aj)|s
then
/
O"E“(t) = Uj(t).
Under these assumptions, we extend the given i-th computation sequence by the (i+1)-
st action of 7. The result of this extension becomes the (i + 1)-st sequence, which as
we show, meets the three assumptions described above.

Let \; 11 be the (i + 1)-st action of £. To find a desired computation sequence, we
only need to find a client configuration o ; such that

/ Aig1 /
0, — 2L 041, )

and o}, satisfies condition 2 above.

Assume A;1 = (t/,.). Let & be the minimal prefix of & such that &j|¢ =
(A1 ... \i)|e, &, its maximal prefix such that &|p = (A1... )|y, and &, its mini-
mal prefix such that §3;r = (A1 ... AiAiy1)[e. By the induction hypothesis, oj¢/| (') =
oi(t'). Then o¢|(t') = 0ey(t'). Thus, o(t') = 0¢;|(¥'). Since Aiyy is executable
from o¢;|, and ¢ is executable, from this we can easily show that (17) holds for some
oi41 # T such that o4 (t') = o (t'). We let the derivation for A; ... A; extended
with this transition be the desired new derivation. Since 0; 1 (t') = 7y¢;| (t'), this deriva-
tion satisfies condition 2 for ¢ = t'. For t # t', we have o}, (t) = o;(t). Hence, it also
satisfies condition 2 for all ¢ # t'. a




B.7 Proof of Theorem 22

Consider I" and I satisfying the conditions of the theorem. For a trace £ obtained from
a library satisfying I/, we let [[£]] » be the trace £ with every interface action ¢ replaced
by the action [[¢]| - defined as follows:

(¢, callm(@ =« ") = (t,call m(0)), if 0 € p™;
[t ret m(0 « 0")r = (t,ret m(0)), if 6 € ¢".

Since pre- and postconditions in method specifications are precise, this operation is
well-defined.

The proof of the theorem relies on the following lemmas, proved at the end of this
section.

Lemma 34. If¢ € [L£: I'](00 % 0}), L : I is safe at 0y, and the trace | history ()| r
is executable from 0}, then [{]|r € [L : I']0o.

Lemma 35. Assume & € [L: I']|0o, (00%0()]., L : I" is safe at 0p*0], & is such that § =
(&N and || €' || is executable from 6}, and " is such that history(¢”) = history(¢’)
and &' is executable from (] * 0, where 5(0p) = 0(0))). Then &' € [L : I"'] (0o * 6}).

Proof of Theorem 22. Consider a trace & € [£q : I"](01 % 6), where ¢, € I; and
6 € I. By the assumption (iv) of the theorem, | history(&1) || is executable from 6.
Then by Lemma 34, [§1]|r € [£1 : I']6;. Since (£ : I',11) E (Lo : I, 1), for some
Oy € I and &5 € [Ly : I']02 we have (6(61), history([[€1]r)) T (6(62), history(&2)).
By Corollary 20, there exists & € [Lo : I']f2 such that history(&5) = history([[é171)-
Let &/ be the trace &, with its interface actions replaced so that they form the history
history(&1). Then [[¢5 ] = & and | history(&5) || = || history(&1) ]| - Since §(02) =
0(61), we have (62 % 0)]. Hence, by Lemma 35, £J € [Lo : '] (62 * 6), from which the
required follows. a

Proof of Lemma 34. Consider £ € [£ : T"](0y * 0}) and assume that £ : I is safe
at Oy. Then there exists a derivation of £ in the semantics of £ : I starting from a
configuration 0 = (pcy,fo * 0)). Let o) = (pcy, fp). Using the derivation of &, we
construct a series of finite derivations and define the desired derivation for [[£]| - as the
limit of this series.

The starting point of the series is the empty sequence 3. The following claim shows
how to construct the (¢ + 1)-st element of the series from the i-th one:

Assume that &; is a finite prefix of &, and for some pc, 61, 62, we have

& M&: T
U(l) —>Z:F’ (pcvel) A Ug ‘__F_)Z:F (pc792)

and 6, = 0 = 0 for some 6 € [| history(&;) || r]ibd)- Let & = & for some action
 and trace . If for some pc’, 6,

(pca 91) Lﬁ:l—" (pcl7 9&)7
then there exists 65 such that
(pe.02) 205 1 (b, 6)

and 0] = 0} x ¢’ for some ¢’ € [| history(&:%) ] r]infp-



To show the claim, we consider three cases, depending on the type of the action ¢.

- ¢ = (t,c). Since L : I is safe at 6y, fL(62) # T. Hence, by the Strong Locality
property, we have

01 € fo(61) = fi(02%0) = f(02) {0},

so that 0] = 0% * 0 for some 0, € f!(0). Besides,

0 € [|lhistory(&) | rliwbo = [ILhistory(&ie) || rlinbo-

Thus, the required holds for 6" = 6.
- ¢ = (t,call m(0, *0,,)), where 0, € pi"* and 0, % 0}, € r;*. Then 0] = 01 0, * 0], =
(02 % 0,) * (0 % 0},). Besides,

0 9;, € ([|lhistory(&) || rlivb;) * {9;} = [[[history (&) | rliv)-

Hence, the required holds for ), = 6, * 6, and 6’ = 6 9;).

- ¢ = (t,ret m(0,%0;)), where 0, € qi" and 0,0 € s*. Then O %0 = 01 = 07 %0, *
0y, Since L : I is safe at g, 02 = 05 %0, for some 0, so that 05 %0, 0 = 07 %0, x 0.
Since * is cancellative, this entails 65 * 6 = 6] x 0;. The trace | history(;0)|Ir
is executable from 6 and 6 € [||history(&;) | r]ibf. Hence, 6\ 67, is defined and
07 = 05  (0\ 0;,). Thus, the required holds for ¢’ = 6\ 0.

O

Proof of Lemma 35. Consider § € [£ : I']6p and & such that £ = [[¢']|; and

|[history(£') || is executable from 6. Further, assume &” such that history() =

history(£') and £ is executable from 6} 6, for §(6y) =< 6(6y). There exists a deriva-
tion of ¢ in the semantics of £ : I starting from a configuration o) = (pc,, f). Let

09 = (pcy, 0o * 0}). Using the derivation of &, we construct a series of finite derivations

and define the desired derivation for £ as the limit of this series.

The starting point of the series is the empty sequence . The following claim shows
how to construct the (¢ + 1)-st element of the series from the i-th one:

Assume that &; is a finite prefix of £, and &, is the corresponding prefix of £’
Furthermore, for some pc, 01, 0>, we have

i % 3
O-? E—>L::Iﬂ (pc?el) A Ug _>L',:[" (pCaHQ)

and 02 = 0 =0 for some 6 € [| history(&)) | r]in0p- Let & = &¢ and &' = &'’
for some actions ¢, ¢’ and traces ¢, . If for some pc’, 67,

(pc, 1) —=cirv (pc', 61),

then there exists 65 such that

(pc,02) So.r (pc, 05)

and 0, = 0 % 0’ for some ¢’ € [| history(&¢") || r]iint}-

To show the claim, we consider three cases, depending on the type of the action ¢.



- ¢ = (t,c). Then 0} € fL(6,). Since (A, x0), by the Footprint Preservation property,
(0} * 0)]. Then by the Strong Locality property,

01 %0 € [i(01) « {0} = fe(0r % 0) = fi(62).

Besides,
0 € [|Lhistory(&) | rliwo = [ILhistory(&ie) |l r]linb5-

Hence, the required holds for 8’ = 6 and 6, = 0] * 6.

- ¢ = (t,callm(0))), where 0, € p;"*. Then ¢ = (¢, call m(6, x0,,)) for some 6;, such
that 6, +0,, € r{". In this case we have ¢ = 0 x0,,. Let ' be the minimal prefix of £
such that history(£!’) = history(&}). Then there exists 03 € [£/]iib(6f * ;) we have
(03 % 0, % 0,,)]. Since §(6p) = 6(0y) and 62 € []iin(0o * 0f), from the Footprint
Preservation and Strong Locality properties, it easily follows that 6(62) =< §(63).
Hence, (0 * 0, x 0,,)].

Then
O % 0y % 0, = 01 %0 50, x 0, = 07 x (0 x6,).

Besides,

0 % 0, € ([Lhistory(&) | rlino) * {0, } = [|Lhistory(&;¢") | r]in0p-

Hence, the required holds for 6’ = 6 * 9;) and 0} = 05 x 0, * 9;,.

- ¢ = (t,ret m(0,)), where 0, € ¢i". Then ¢’ = (t,ret m(0, * 0;)) for some 0,
such that 0, = ¢ € si". In this case we have 07 = 6, \ 0,. Since | history(¢') | is
executable from 0 and 6 € [|| history(&;) || r]inth, we have (6\ 6;)].. Since, 01 0 is
defined, so is

01 % (6\0g) = (61\0g) * (6\07) = (61 0) \(0q % 6,) = 02 \(6 * 0).
Hence, the required holds for 6 = 6\ 6} and 05 = 0 * (6 \ 0;)).

C Logic for Safety

In this section we review an existing program logic that can be used to reason about
open programs of Section 6. In Appendix D we extend the logic presented here for
establishing the notion of linearizability proposed in Section 3.

Proving the safety of open programs is convenient in separation logics [14], because
of their ability to reason naturally about ownership transfer. To deal with algorithms of
the kind present in modern concurrent libraries, we need a logic that can handle pro-
grams with a high degree of interference between concurrent threads. For this reason,
we use RGSep [16], which combines rely-guarantee (aka assume-guarantee) reasoning?
with separation logic [14].

The main idea of the logic is to partition the program memory into several thread-
local parts (each of which can only be accessed by a given thread) and the shared part
(which can be accessed by all threads). The partitioning is defined by proofs in the

2 A. Pnueli. In transition from global to modular temporal reasoning about programs. In Logics
and Models of Concurrent Systems, 1985.
C. B. Jones. Specification and Design of (Parallel) Programs. In IFIP Congress, 1983.



logic: an assertion in the code of a thread restricts its local state and the shared state.
Additionally, the partitioning is dynamic, meaning that we can use ownership transfer to
move some part of the local state into the shared state and vice versa. Rely and guarantee
conditions are then specified with sets of actions, which are relations on the shared
state determining how threads can change it. This is in contrast with the original rely-
guarantee method, in which rely and guarantee conditions are relations on the whole
program state. Thus, while reasoning about a thread, we do not have to consider local
states of other threads.

We present the logic in an abstract form [5], i.e., without fixing the underlying
separation algebra X' of memory states. Also, the variant of the logic we present here
includes logical variables from a set LVar = LIVar W LSVar, where variables from
LIVar = {z,y,...} range over integers, and those from LSVar = {X,Y,...}, over
memory states. Let LVal = X U Z be the set of values of logical variables, and LInt, the
set of their interpretations from LVar — LVal respecting the types.

We assume an assertion language for denoting subsets of Y x LlInt, including at
least the following connectives:

p,q = true | X |IX.p|-p|pAqg|lpVaglp=qlemp|pxq|p—*q

The interpretation of most of them is standard. Therefore, we only give the most inter-
esting cases:

iEX <«—0=i(X)

0,iEIX.p =30 e X.(0,iX:0]EDp)

O,iEJr.p < JueZ (0,ifz:u] Ep)

OyiFemp <—0=c¢

e,i):p*q @391,92.(91 *92)$/\91 *62:9/\(91,i':p)/\(92,i|:q)
0.3k p—s q = V0. (0% 0)LA (0,5 p) = (06, q)

With the aid of —x, called separating implication, we can define p(X) for an assertion p
as syntactic sugar for
true x (emp A (X —¢ p)).

Informally, p(X) does not restrict the current state, but requires that X be bound to
some state satisfying p. We use it in our extension of the logic for reasoning about lin-
earizability (Appendix D). The above assertion language can be extended as needed
when we consider particular instantiations of 3. For all assertion languages we intro-
duce in this paper, we use the usual operator [-] for computing assertion denotations.
For instance, for the language above, [p] = {(6,1) | (6,i = p)}.

We also assume a language for denoting parameterised predicates. For an assertion
p denoting a parameterised predicate and ¢ € ThreadID, the assertion p; denotes the
predicate [[p];.

Since RGSep partitions the program state into thread-local and shared parts, it has to
extend the above assertion language so that assertions denote subsets of 2’ x X' x Lint.
Here the first component represents the state local to the thread in whose code the
assertion is located, and the second, the shared state. The assertion language of RGSep
is as follows:

P,Q==p|p||true|false | IX.P |VX.P|PxQ|PAQ|PVQ



with the following semantics:

0,0 iEDp — fikEp
0.0 < b—cA (@i p)
9,9/,i’:P*Q <~ 391,92.9:91*92/\(91,9/,i‘: P)/\(OQ,H’,i):Q)

An assertion p denotes the local-shared state pairs with the local state satisfying p; [p]
the pairs with the empty local state and the shared state satisfying p; P * @) the pairs in
which the local state can be divided into two substates such that one of them together
with the shared state satisfies P and the other together with the shared state satisfies Q.
The semantics of A and V is standard.

The judgements of our logic include rely and guarantee conditions determining how
a command or its environment changes the shared state. To this end, we assume a lan-
guage for expressing such conditions R, G, ..., denoting relations over X x Y. The
conditions are often expressed using actions of the form p ~» q. Informally, this action
changes the part of the shared state that satisfies p into one that satisfies ¢, while leaving
the rest of the shared state unchanged. Formally, its meaning is the following relation
on shared states:

[[p/\,) q]] = {(91 *90,92 * (90) | Ji. (91,1) S [[pﬂ N (92,1) S [[q]]}

It relates some initial state 67 satisfying the precondition p to a final state 6, satisfying
the postcondition ¢. In addition, there may be some disjoint state 6 that is not affected
by the action.

In the following we denote by atomic { C'} a block of code C considered as one
atomic primitive command. We allow nested atomic blocks.

The judgements of the logic have the form

I'|R,GHY {P}C{Q}.

Here R and G are rely and guarantee conditions, and w € {in, out} indicates whether
the command C is inside an atomic block or not. The symbol ¢t € ThreadID is a thread
identifier, C' is a command in the code of thread ¢, and P and () are assertions describ-
ing the local state of the thread and the shared state. The context I is a syntactic version
of a method specification for libraries with unspecified implementation, which we in-
troduced in Section 6, where pre- and postconditions are syntactic assertions denoting
parameterised predicates. We require that these assertions p be insensitive to logical
variables in the following sense:

Vt € ThreadID.V(0,1) € [p:]. ¥i'. (6,1) € [p:].

We also require that they be precise, i.e., that for any i € LInt and ¢ € ThreadID the
predicate {0 | (0,1) € [p:]} be precise (Section 6).

Informally, our judgement I" | R, G+ {P} C' {Q} assumes that the command C
is run by thread ¢, its environment changes the shared state according to R, its initial
state satisfies P, and the methods it calls satisfy the contracts in I". Given this, the
judgement guarantees that the command is safe, changes the shared state according to
G, and its final state (if it terminates) satisfies (). We have a similar judgement

r={ryc{Q}



for a client C, which may call library methods specified in I

We partition all the atomic commands in the program into those that access only
the local state of the thread executing them and those that can additionally access the
shared state. By convention, the latter commands are atomic blocks.

The proof rules of RGSep are summarised in Figure 5. Most of the rules are standard
ones from Hoare logic. We have a single axiom for primitive commands executing on
the thread-local state (PRIM), which allows any pre- and postconditions consistent with
the semantics of the command. The axiom uses the following lifting of the denotations
of primitive commands ¢ € PComm (Section 2) to X' x Lint:

F10,1) = fL(0) x {i}, (18)

if f1(0) # T; fi(0,i) = T, otherwise. When particular ' and f! are chosen, the
axiom can be specialised to several syntactic versions, obtaining a concrete instance of
the abstract logic presented here.

Commands accessing the shared state are handled by three rules—ATOMICOUT,
ATOMICOUT-R and ATOMICIN. The ATOMICOUT rule assumes the environment does
not interfere, i.e., the rely is empty. It combines the local state p of the current thread
with the part of the shared state satisfying pg, and runs C' as if this combination were
in the thread’s local state. The rule then splits the resulting state into local and shared
parts, determining the shared part as the one that satisfies the annotation gy. The rule
requires that the change C' makes to the shared state be allowed by its guarantee G.

In reasoning about how a command changes the shared state, we need to make sure
that its views of the state is up-to-date with whatever changes its environment could
make. For this reason, the rule ATOMICOUT-R requires pre- and postconditions to be
stable under the rely R, i.e., insensitive to changes allowed by the relation. Formally,
an assertion P is stable under a rely R when

V(0,91,i) S [[P]]VHQ (91,92) S [[R]] = (9792,i) S [[PH

After checking stability, ATOMICOUT-R replaces the rely with the empty set, thus en-
abling the application of ATOMICOUT.

Finally, the ATOMICIN rule just ignores nested atomic blocks.

The consequence rule (CONSEQ) allows strengthening the precondition and the rely
and weakening the postcondition and the guarantee. The disjunction rule (DISJ) is use-
ful for proof by cases. EXISTS1 rule is a usual rule from Hoare logic, and EXISTS2, its
generalisation to logical variables ranging over states. The frame rule (FRAME) ensures
that if a command C' is safe when run from states in P, it does not touch an extra piece
of state described by F'. We have to require that the frame [ be stable under both the
rely R and the guarantee G, in case C' contains commands changing the shared state.

The CALL axiom is a variation on the procedure call axiom from Hoare logic,
handling calls to methods in I" with unspecified implementations. To prove a call to
a method m with a specification {p} m {q}, we instantiate p and ¢ with the current
thread identifier ¢, dispose the method precondition p; from the pre-state, and allocate
the method postcondition ¢; to the post-state. The disposal and allocation here model
the ownership transfer between the library of m and its client. Note that p and g restrict
only the thread-local state of thread ¢.

The PAR rule combines judgements about several threads. Note that every thread
in the rule assumes that the others satisfy their respective guarantees. Pre- and post-
conditions of threads in the premisses of the rule are *-conjoined in the conclusion.



fe([p]) E [q]
I'| R,GF {p}c{q}
0,0 {pxpo}C{ag*a}  [po~ @] CG
F|®,Gl—§“t{p*}atomic{C}{q*}

r|eGr"{P}C{Q} P, @ stable under R
I'| R,GF" {P}atomic{C }{Q}

PRIM

ATOMICOUT

ATOMICOUT-R

I'| R,GH {p} C{q}
I'  R,G pin {p} atomic{ C } {q}

ATOMICIN

T'|R,GFY {P}C1{P2} T'| R,GF¥ {P} Co {P5} SEQ
F‘R,Gl—;ﬂ {P1}01;CQ{P3}

IR GH AP {Q} TI'|RGF {P}C2{Q}
I'| R,GH {P}C1 + C2{Q}

CHOICE

I' R,GFY {P}C{P}
I' R,GFY {P}C*{P}

Loop

Pir=P, R =R F|R2,G2F;U{P2}C{Q2} Gy = Gy Q2:>Q1

CONSE
[ Ri,Gi ¥ (P} C{Qi) ¢

I'R,GH {P}C{Q:} T |R,GH {P}C{Q2}
T'|R,GFY{PiVP}C{Q1VQ2}

Diss

I'|RGH {P}C{Q}
I'|R,G VY {3z. P} C {32.Q}

ExisTs1

I'|R,GH {P}C{Q}
I'|R,GFY {3X.P}C{3X.Q}

EX1STS2

I' | R,GFY {P}C{Q} F is stable under RU G
' RGHY {PxF}C{Q«F}

FRAME

CALL
IAptm{q} | R,G Y {Pxp}m{Pxq}

I'|Ri,Gi FY {Pi}Ci{Q1} ... I'|Rn,Gnty {P.}Cr{Qn}
FE{Pis...xP}C1| ... | Cn{Q1 ... % Qn}
(where Ry = (J{Gk |1 < k<nAk#t})

PAR

Fig. 5. Proof rules of RGSep



According to the semantics of the assertion language, this takes the disjoint composi-
tion of the local states of the threads and enforces that the threads have the same view
of the shared state.

The following theorems show how the logic can be used to establish the safety of
open programs with and without a ground client.

Theorem 36 (Soundness—client). Consider a program I' = C with a set of initial
states 1. Assume an assertion P is such that

Vo € [.3(91,92,0 S [[P]]Q = 01 x 0.
If ' = {P}C{Q}, then C is safe for I.

Theorem 37 (Soundness—library). Consider a program L : I" with a set of initial
states 1. Assume a guarantee G and an assertion inv insensitive to logical variables
such that

- V0 € 1.3(0,1) € [inv];

- is stable under G

- forall {p™}m{q™} € I"and t € ThreadlD

0] G, GHY {ind«p"} Con {inv]+ ¢}
Then L is safe for I.
The proofs are identical to the soundness proof of RGSep [16].

D Logic for Linearizability with Ownership Transfer

We now extend the logic presented in Appendix C to reason about our notion of lin-

earizability (Section 3). The logic we present here generalises the method of proving

linearizability using linearization points [1,12,16] to the setting with ownership transfer.
Consider the following program - £ : I" with a set of initial states I:

L=let{m=Cn,|meM}in[-];
r={{pmtm{qgm}|me M}

The method of linearization points is restricted to proving the linearization of £ by a
library £’ with all methods implemented atomically. Our goal is thus to establish that
(L,I)C (L', 1), where

L' = let {m = (skip";atomic { C¢, }; skip™) |m € M} in [—].

Proof systems for linearizability typically do not allow library specification to make
any statements about liveness properties of the library. Thus, the skip™ statements in the
abstract library implementation £’ allow for any termination behaviour of its methods:
the first one models the divergence before the method makes a change to the library
state using C?,, and the second, the divergence after this. Here we restrict ourselves to
verifying linearizability with respect to abstract implementations capturing only safety
properties of a library; liveness properties can be handled following [10].

The method of linearization points considers the concrete and the abstract imple-
mentations of the library running alongside each other. Both are run under their most



general clients; however, while we consider all possible executions of the client of the
concrete library, the client of the abstract one is allowed to call a method only when
the corresponding concrete method implementation is at a certain linearization point.
The linearization point thus determines the place where the concrete implementation of
the method ‘takes effect’. Proving linearizability then boils down to checking that, if
the abstract method invocation receives the ownership of the same piece of state upon
its call as the corresponding concrete one, then they will both return the same state at
their returns. The sequence of abstract method invocations at linearization points in an
execution of the concrete implementation yields the desired linearizing history of the
abstract implementation. The conditions restricting possible rearrangements of method
invocations in the definition of linearizability are trivially satisfied, since a linearization
point is inside the code of the corresponding concrete method.

The above method typically requires relating the states of the two library imple-
mentations. For this reason, we adjust the assertion language of Appendix C to describe
such relations. Namely, we define a new syntactic category

Dr, qr = true | false | X | 3X. pr | VX.pr |pr A Gy |
prVarlemp|p g | p| [p]

of relational assertions, where p, g, . .. range over assertions denoting subsets of X' x
LInt. The assertion |p| denotes a state of the abstract implementation satisfying p. Note
that we disallow nested | -] operators.

The assertions p,., ¢, denote subsets of X' x X' x LInt according to the following

semantics:
Oc,00,iEp <= (O,iEDP) N, =¢
0c,00,1 E |p| <= (B, iEDP)NO. =€

We then modify the assertion language of RGSep as follows:

P. == ...|p: |[p:]| Pre(p) | Post(p)

This allows pieces of abstract state to be local or shared. The Pre and Post assertions
are used to reason about the correspondence between pre- and postconditions of the
concrete and the abstract library implementations (see below). The resulting assertions
denote subsets of

X2 x X% x X x {Pre, Post, None} x Llnt.

Here the first component represents a pair of thread-local states of the concrete and ab-
stract implementations, and the second, a pair of shared states of these two implemen-
tations. The next two components record the state given in a Pre or a Post assertion.
The semantics of the new assertion language is given in Figure 6. The definitions for
assertions not in the figure are obtained from the corresponding cases in the logic of
Appendix C either by ignoring the components corresponding to Pre and Post, like in
the case of p,., or by propagating them to sub-assertions, like in the case of P. A Q..
Finally, we assume a language for expressing rely-guarantee conditions R, G, . ..
over pairs of concrete and abstract shared states; thus, R, denotes a subset of X2 % 32,
The judgements of the new proof system have the form

I'| R, G, " {P.} C{Q.},



(0c,00), (02,0,),0,v,i = Pre(p) <= 0,iEpAv=Pre
(0c,04), (0.,0,),0,v,i = Post(p) < 60,i=pAv=Post
(0c,00),(0:,0),0,v,i = P xQp <

30& C79i792791,927V1,V2 0. = 01 *92 NbO, = 91 *92
((0%,602),(0.,00),01,v1,i = Pr) A ((62,02),(0.,04),02, 12,1 = Q) A
((v1 = None A v = None A v = None) V
(v1 = None A v € {Pre,Post} Av =12 Al =0)V
(v1 € {Pre,Post} Avo =None Av =11 AG =61))
(0c,0a), (0c,04),0,v,1 = pr & 0c,0a,i = pr
(0c,64), (6,,60) 9y1|:- = 0c,00,iEpr N =0, =€
(0c,00),(0,0,),0,v,i = P AQ, —>

(6., 6.), (0@,9;),6’, vilE Po) A ((0c,0a), (05,04),0,v,i = Q)

Fig. 6. Semantics of the assertion language of the logic for linearizability

where j is conc or abs, depending on whether C'is a command belonging to the concrete
or the abstract implementation.

Having changed the assertion language, we now have to adjust some of the proof
rules in Figure 5. First, we lift the transformers f! defining the semantics of primitive
commands c to X x X in the following two ways: for all 6,0’ € X

fconc C)(9 0) Ct(e) X {0/};
fabs(c)( ) - {0} x fct(el)v

if the value of f! on the corresponding single state is not T; and T, otherwise. The
transformers define the effect of ¢ executing on the concrete, respectively, the abstract
state. We then lift f;(c) to X x X x LInt similarly to (18). We now replace the PRIM

axiom with two corresponding variants:

Fio[p:]) E [ar]
I'|R,GH" {p,} c{av}

for j € {conc, abs}. The rest of the rules of the new logic are obtained from the rules
in Figure 5 by replacing +; with /. We only need to change the notion of stability: P,
is stable under R, when

V((6e,04), (65,09),60,v,1) € [P,]. V65,02 € X
(( f,&f), (95’95)) € [[Rrﬂ = ((907911)’ (95792) 9 v, ) € [[PH

The definition of p,. ~ ¢, is adjusted similarly. ~

For an implementation C,,, of a method m in the domain of I, let C,,, be C,,, with
some of commands C' inside atomic blocks replaced by C; (C%, ). Here we mark with
(-) the code of the abstract implementation, which is treated specially by our proof
system. The placement of (C% ) thus fixes linearization points inside the code of C,.

The proof method for linearizability builds on the technique for proving the safety
of library implementations described in Theorem 37. To prove (£,I) T (£',I'), we
require a guarantee (G,- and an assertion inv,. insensitive to logical variables such that

-Voel.30 el F(0,¢,i) € [inv,]; and

PRIM-j




- is stable under G,-.

For every thread ¢ and {p™} m {¢™} € I', we require a derivation of the following
judgement:

0| Gy, Gy F°" {3X. Pre(X) Ap (X ) AX #fin} Cyr, {3Y. Post(Y) Aqy™ (V) AY #finv]}

(19)
with abstract method implementations (C% ) inside C,,, handled using the following
proof rule:

0| Ry, Gy - 3X. ] (X) A LX] * P} Co BY. " (V) A Y] % Q)

0| R.,G. H{"C""C {3X.Pre(X) A P.} (C2) {3Y. Post(Y) A Q. }
LINPOINT

The rationale behind (19) and LINPOINT is as follows. As noted above, in our proof
method we assume that the abstract implementation, when executed at a linearization
point, receives the ownership of the same piece of state as the concrete one called ear-
lier. We then have to establish that the piece of state the abstract implementation returns
to the client at the linearization point is the same as what the concrete one returns at the
method return. Pre and Post predicates are used to reason about such relationships. In
the precondition of (19), Pre(X) records the state X received by the concrete imple-
mentation when it was called, which is assumed to satisfy the precondition p;*. Accord-
ing to the precondition of the premiss of LINPOINT, the abstract implementation then
receives the abstract copy | X | of the state passed to the concrete implementation at its
invocation, as recorded by the Pre(X) predicate. Here we can also assume that the state
X satisfies the precondition p;”. LINPOINT requires the abstract implementation C?,
to be verified in the abstract proof system, where primitive commands can only act on
the abstract state. In the postcondition of the premiss of LINPOINT, we require the ab-
stract implementation to produce a piece of abstract state | Y| such that Y satisfies ¢}".
The postcondition of the conclusion of LINPOINT then records this state in Post(Y").
Finally, Post(Y) is used in the postcondition of (19) to check that the concrete imple-
mentation returns the same state as the abstract one. All proof rules except LINPOINT
do not change Pre and Post, treating them as ghost state.

The proof method also requires the abstract implementation to be executed at most
once during the execution of a concrete one. To this end, LINPOINT rule exchanges a
Pre assertion for a Post one, and the semantics of * prohibits duplicating the assertions.
This ensures that only one linearization point can be present in any execution of the
method. Note that, in LINPOINT, P, can contain free occurrences of X and @), of
Y, thus correlating the current state with the auxiliary information in Pre and Post
predicates.

Theorem 38 (Soundness). Under the above conditions, L and L' are safe for I and
I, respectively, and (L, 1) C (L', I).

Despite the presented logic being based on an existing method of linearization points,
our extension to ownership transfer is new, with the main technical novelty being our
use of logical variables ranging over states to track correlations between concrete and
abstract pre- and postconditions.



