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Need to respect Many $3%

P uses are not
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@ Big data and privacy
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Data analytics

2 4l
Big personal data
Need to respect Unless data
consent & purpose limitation are
anonymous!

Art. 29 WP’s opinion on anonymization techniques

3 criteria to decide a dataset is non-anonymous (pseudonymous):
- is it still possible to single out an individual,
- is it still possible to link two records within a dataset (or between two datasets)
-can information be inferred concerning an individual?

Is this compatible with Big Data?
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@ Singling out - metadata tends to be unique

“the median size of the individual's anonymity set

On the Anonymity of Home/Work

Location Pairs in the U.S. working population is 1, 21 and 34,980,
Pislippe Golle and Kurt Partridge for locations known at the granularity of a census

bbb B S LRLMSOER RIS | track and county respectively”
of human mobility
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Abstract, Many applications benefit from v
cation data raises privacy concerns. Anonymi
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Location ...
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“if the location of an individual is specified hourly, and with
a spatial resolution equal to that given by the carrier’s

antennas, four spatio-temporal points are enough to

uniquely identify 95% of the individuals.” [15 montsh, 1.5M
people]”
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@ Singling out - metadata tends to be unique

On the Anonymity of Home/Work
Location Pairs

Philippe Golle and Kurt Partridge

Palo Alio Rescarch Cer {nique in the Crowd: The privacy bounds

{pgolle, kurt|@parc. e
of human mobility
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Abstract. Many applications benefit from 1
cation data raises privacy concerns. Anonymi

Location

How Unique 1s Your Browser?

a report on the Panopticlick experiment

Peter Eckersley
Senior Sta chnologist

Electronic Fr r Foundati . 2 .
pde@efforg 83.6% had completely unique fingerprints

(entropy: 18.1 bits, or more)
Web browser . .
94.2% of “typical desktop browsers” were unique

(entropy: 18.8 bits, or more)
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Singling out - metadata tends to be unique

On the Anonymity of Home/Work
Location Pairs

Philippe Golle and Kurt Partridge

Palo Alio Research Cer | Jnique in the Crowd: The privacy bounds

{pgolle, kurtl@parc. e
of human mobility
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Abstract. Many applications benefit from 1
cation data raises privacy concerns. Anonymi

Location

How Unique is Your Browser?

a report on the Panopticlick experiment

Demographics

L. Sweeney, Simple Demograplucs Often Identify People Uniquely. Camegie Mellon Umversity, Data
Privacy Working Paper 3. Pittsburzh 2000,

Simple Demographics Often Identify People Uniquely

“It was found that 87 % (216 million of
248 million) of the population in the
United States had reported

characteristics that likely made them
unigue based only on {5-digit ZIP,
gender, date of birth}”
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Link records relating to an individual

De-anonymizing Social Networks

Arvind Narayvanan and Vitaly Shmatikoy
The Unaversiry of Texas st Austin

Abstract

d with individual nodes are suppressed. Such sup-
pression is often misinterpreted as removal of “personally
i i ™ (PIT). even though PIT may inclnde

Operators of online social networks are i
sharing potentially sensitive informarion about wsers and
thetr relationsiips with advertisers, applicatton developers,
amd data-nining researchers. Privacy is npleally provected
by eorenrymization, ie, removing nawes, addresses, efc

We present @ fromework for anahzing privacy and
anemymity in social networks  and  develap a8 new
re-identife I him  tangeting " d socinl-
netwerk grophs. To demonstrate its effectiveness on real-

take two graphs representing social
networks and map the nodes to each

other based on the graph structure
alone—no usernames, no nothing

mnch more than names and identifiers (see the discussion
in Appendix B). For example. the EU privacy directive
defines “personal data”™ as “any infornation relating 10 an
identified or idennifiable vanwal person [ |: an sdennfiable
person is one who can be identified, directly or mdirectly,
i particular by reference to an identification number or 10
one or more factoss specific to his physical, physiological.
mental, economic, culiral or social identiry” [Enrd5]

Netflix Prize, Kaggle contest

An Automated Social Graph De-anonymization Technique

Kumar Sharad
Universilty of Cambridge, UK.
kumar.sharad@cl.cam.ac.uk

ABSTRACT

We present a generic and automated approach to re-identifying
nodes in anonymized social networks which enables novel
anonymization techniques to be quickly evaluated. 1t uses machine
learning (decision foreats) to matching puirs of nodes in disparate
. el sithaavanh: The: bechi

nnerwers artefacte and e

George Danezis
University College London, UK.
g.danezis@ucl.ac.uk

Social network graphs in parnticular are high dimensional and
feature rich data sets, and it is extremely hard to preserve their

ymity. Thus, any iy ion schene has to be evaluated
in detail, including those with a sound theoretical basis [ 11]. Tech-
nigues have been prop 1o resist de: i I8, 17, 22),

however, Dwork and Naor have shown [7] that preserving privacy of

Technique to automate graph de-
anonymization based on machine

learning. Does not need to know the
algorithm!
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@ Inferring information about an individual

OH WAIT! What was big data about...?
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@ Are there other avenues?

= The Big Promise: Processing in the Encrypted Domain
(aka Homomorphic Encryption)

= Advanced state of the art for particular problems
" Privacy-preserving computation of statistics
= Privacy-preserving billing
= Privacy-preserving comparison

= e.g., sharing cyberincidents data (INCIBE keynote)

— Preserve individuals privacy and/or corporate secrecy

= Still far away from efficient general purpose computations
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@ Conclusions - Big data and privacy

= |s ok if no personal data involved in the analysis
= Plenty of cases with high value!
= |f there is personal data...

= Anonymization in big data is difficult
— Need for case-by-case evaluation of information leakage
— Working towards an Open Source library

* Processing in the encrypted domain
— Not all is possible, but some things are! (come and talk to me)

QPRIPARE ~ Witdom

Gradiant
www.pripareproject.eu www.witdom.eu www.gradiant.org
Methodologies and Privacy in Cloud Privacy evaluation and
research agenda environments privacy-preserving

computations



