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Executive Summary

Intermediate report on proof-transforming compiler

This document provides an intermediate report on the work within Task 4.4 (Proof-Transforming Compiler)
of the MOBIUS project, co-funded by the European Commission within the Sixth Framework Programme
(FP6-015905). Full information on this project, including the contents of this deliverable, is available online
at http://mobius.inria.fr.

PCC requires code producers to provide a certificate that their code has the desired properties. For simple
program properties that are similar in complexity to type safety, classical PCC uses so-called certifying
compilers to produce proofs automatically from source programs. For the advanced security properties
considered in this project, additional techniques are necessary to produce certificates: First, source programs
are analyzed by advanced type systems, and similar type systems are used on the bytecode level, where they
allow efficient checking of security properties. Producing correctly typed bytecode programs from source
code, requires a type-preserving compiler that translates the extended type information from source to
bytecode programs. Second, whenever logic-based techniques are used to prove the desired properties, these
techniques should be applied to source programs in order to benefit from the higher level of abstraction
compared to byte code. We generalize the notion of certifying compilers to proof-transforming compilers
that transform specifications and proofs of source programs to the bytecode level.

This deliverable reports on our efforts to develop type-preserving and proof-transforming compilers from
Java to bytecode. In particular, it summarizes the following major contributions: (1) An architecture
for proof-transforming compilers, which is the basis of future implementation work in this task. (2) An
encoding of JML specifications in first order logic, which is needed to verify source programs. (3) A proof-
transformation scheme for a subset of Java. This scheme preserves proof obligations during the translation.
Therefore, proofs for these obligations on the source level can be re-used on the bytecode level. (4) A proof-
transformation scheme for Java’s abrupt termination features. This scheme handles the subtle interactions
between finally-clauses and break-statements. (5) A type preserving compiler for the secure information
flow type system developed in Task 2.1.

These results clearly show the feasibility of type-preserving compilation for advanced type system and
of the novel concept of proof-transforming compilers.


http://mobius.inria.fr

Contents

Source and bytecode language|

2.1 Simple imperative languages|. . . . . . . . ... Lo L
[2.1.1  Source language: JAVAg| . . . . . . .o
[2.1.2  Bytecode language: JVMpg| . . . . . ...
[2.1.3  Compilation|. . . . . . . . . . . e

2.2 Adding objects and methods| . . . . . . . ...
[2.2.1  Source language: JAVAp| . . . . . . . e
[2.2.2 Bytecode language: JVMp| . . . . . . oo oo
[2.2.3  Compilation|. . . . . . . ...

2.3 Adding exceptions| . . . . . . .. e
[2.3.1  Source language: JAVAg|. . . . . . .
[2.3.2  Bytecode language| . . . . . . . ...
[2.3.3  Compiler from JAVAg to JVMg| . . . . o . 0 o oo

Translation from JML to FOL specifications|

[3.2.1 JML type specifications| . . . . . . . . . ...
[3.2.2 JML Routine specifications| . . . . . . . . . .. ...
[3.2.3  JML expressions] . . . . . . ... e e e

Preservation of proof obligations using a VCGenl|

4.1 Preservation of proof obligations for simple imperative programs| . . . . . . ... ... . ...
4.1.1  Verification condition generator for JAVAgl . . . . . . . . ...
[4.1.2  The verification condition generator for JVMg| . . . . . . .. ... oo
4.1.3  Relation between the verification calculi tor JAVAg and JVMg[ . . . . . . . ... . ..

|4.2  Preservation of proot obligations for objects and methods| . . . . . . ... ... ... .....
|4.2.1  Method specification and behavior subtypingl . . . . . . . .. ... ... ... .....
[4.2.2  Verification condition generator for JAVAp| . . . . . . . ..o L.
[4.2.3  Verification conditions generator for JVMep| . . . . . .. ..o o000
4.2.4  Relation between the verification calculi tor JAVAp and JVMe| . . . . . . . .. .. ..

[4.3  Preservation of proof obligations for exceptions| . . . . . . . . . ...
4.3.1 Verification conditions tor JAVAe|. . . . . . . .. o

10
10
10
10
11
14
14
16
16
17
17
18
18

25
25
25
26
26
26
28
30
30



MOBIUS Deliverable D4.3 PROOF-TRANSFORMING COMPILER

4.3.2  Verification conditions for JVMg| . . . . . . . oo oo 46

4.3.3  Relation between the verification calculi for JAVAg and JVMg| . . . . . . . . . .. .. 46

[ Proof-transforming compilation for programs with abrupt termination| 53
5.1 Source language and logic| . . . . . . ... 53
[5.1.1 Method and statement specifications| . . . . . . .. .. ... ... ... ... 54
BI2Rules . . . o oo o e 54

5.2  Bytecode language and logic|. . . . . . . . ... 56
9.2.1  Method and Instruction Specifications| . . . . . . . . . . . ... 56

B22 Rules . . . o oo 57

b.3  Proof Translationl . . . . . . . . . . . e 57
5.3.1 Compositional Statement| . . . . . . . . . . ... 58

b.3.2  While Statement] . . . . . . .. 59

5.3.3  Try-Finally Statement| . . . . . . . . .. .. 59

5.3.4  Break Statementl . . . . . . .. 61

0.4 XaMPle| . . .. e e e 62
5.5 _Soundness Theoreml . . . . . . . . . e e e e 63

|6 Implementation issues| 65
6.1 Architecture refinement] . . . . . . . . . . .. 65
6.1.1  Mobius PVEl . . . . . . e e 65

6.1.2 Concrete architecture of the direct VCGenl . . . . . . . . . . .. ... ... ... .... 66

6.2  Source Logic tor the PTC| . . . . . . . . . . 0 67
[6.2.1  Pre-processing| . . . . . .. . L 67

16.2.2  Verification conditions generation|. . . . . . . . . . . . ... 68

[6.2.3 A backend to Bicoland . . . . . . . ... 69

7 Type-preserving compilation for a type system for secure information flow| 71
[7.1 Control dependence regions| . . . . . . . . . . . . e e e 71
(7.2 High level security type system| . . . . . . . . . ..o 71
[7.3 Intermediate type system for source code| . . . . . . . ... ..o Lo 75
7.4 Connecting the high level and intermediate type systems|. . . . . . . . . ... ... ... ... 79
[7.5 Target language|. . . . . . . . . e 80
[7.6  Compilation.| . . . . . . . . . e e 82
[7.7 Connecting the intermediate and target type systems|. . . . . . . . . . .. ... ... ... .. 83
[(.8 Discussionl . . . . . . . o o e e e e e 84
8 Conclusions and future workl 86
[8.1  Proof-transforming compilation| . . . . . . . ... .. o o 86
8.2 Type-preserving compilation|. . . . . . . . . ... 87




Chapter 1

Introduction

This deliverable describes the current state of the work done in Task 4.4. We concentrate on results of ETH
and INRIA on proof-transforming compilation for non-optimized bytecode and type-preserving compilation
for an information-flow type system. |C and loC have also started their work on type-preserving compilation
and proof-transforming compilation for optimized bytecode, respectively. Their work will be reported in the
second deliverable for this task.

1.1 Motivation

The core idea of Proof-Carrying Code [30] is to associate with executable code a proof that the execution
of the code satisfies desirable properties such as type safety or memory safety. These proofs can then be
checked efficiently and mechanically by the code consumer.

Certifying compilers [31], 1] allow code producers to generate a proof of safety properties automatically
during the compilation of source programs. For instance, certifying compilers for Java use the memory safety
of the source language to provide a certificate for the memory safety of the generated bytecode.

The goal of the MOBIUS project is to verify programs wrt. non-trivial security or functional properties.
In general, certificates for such properties cannot be generated automatically; certain proof obligations
have to be discarded interactively. This interactive verification step is easier on the source than on the
byte code level for several reasons: (1) Source programs have structured control flow, whereas bytecode
may contain arbitrary jumps, which complicate reasoning. (2) Source code provides complex expressions,
whereas bytecode works on an operand stack. (3) The Java source language has a slightly richer type system
than bytecode, for instance, it provides a type boolean, which is not present on the bytecode level and which
makes proof obligations simpler. Besides logic-based verification, type-based reasoning and, in particular,
combinations of both benefit from the higher abstraction level of source code.

We propose to reason about programs on the source level and to generate certificates for bytecode
automatically from the corresponding certificates for source code. For type-based reasoning, this translation
step is known as type-preserving compilation [25]. For logic-based verification, we propose the novel concept
of proof-transforming compilation. In Task 4.4, we have developed a Proof-Transforming Compiler and a
Type-Preserving Compiler. Combining these two techniques will allow us to automatically generate hybrid
certificates for bytecode using type-based and logic-based reasoning on the source level.

1.2 Architecture of the proof-transforming compiler

In this section, we describe the architecture of the compiler developed in Task 4.4. A proof-transforming
compiler is significantly more complex than a type-preserving compiler because it involves programs, specifi-
cations, and proofs. Therefore, we focus on proof-transforming compilation in this section. Type-preserving
compilation will be discussed in Chapter
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Figure 1.1: Overview of the proof transformation setting. We depict data by boxes and computations by
arrows. We refer to tasks of the project using stars. The dashed arrow highlights the approach followed in
this task.

Overview Figure illustrates the scenarios for logic-based verification supported by the MOBIUS
project. A proof for a bytecode program can be developed in two ways. (1) The bytecode and its BML
specification are either developed directly or obtained from an ordinary Java compiler and a JML to BML
translator. Using the technology developed in Task 3.1, we can then generate and prove the verification
conditions for the bytecode program. The resulting proofs can be fed into the certificate generator. This
process is depicted by the lower layer in Figure (2) Alternatively, we can generate and prove verification
conditions from the Java/JML source program and then translate the proofs using the proof-transforming
compiler. This process is depicted by the upper layer in Figure[I.I} Task 4.4 focuses on the latter approach.

The architecture of a proof-transforming compiler is to a large extent determined by the structure and
format of the source and bytecode verification conditions and proofs. In our case, the bytecode format
is determined by the bytecode VCGen developed in Task 3.1. This direct VCGen takes Bicolano [32] with
annotations in first order logic and generates first order logic verification conditions in Coq [23].

For source code, we developed a verification condition generator that leads to verification conditions
and proofs similar to—or in the ideal case [8] the same as—the ones for bytecode. This choice makes the
transformation of proofs feasible. Consequently, we did not build on an existing VCGen like the one used in
Jack [19, 5] or ESC/Java2 [10, [10] because they produce structurally different verification conditions.

Trusted code base. A key consideration of proof-transforming compiler infrastructures is to keep the
trusted code base small and simple. In our proof-transforming compiler architecture, only the underlying
theorem prover Coq as well as the JVM model Bicolano are part of the trusted code base. Every other
component of the framework is not part of the trusted code base for the following reasons:

e The bytecode VCGen which is used to check the certificate has been formally proved sound w.r.t. to
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bicolano in Task 3.1.

e If one of the tools for producing source proofs (the upper layer in Figure contains an error, invalid
proofs may be generated. However, these invalid proofs will be rejected by the proof checker such
that safety is not compromised. This is analogous to classical Proof-Carrying Code, where certifying
compiler is also not part of the trusted code base.

e [f the compilation process from JML annotated Java to BML annotated bytecode or the embedding of
classfiles in Coq contains an error, a wrong program or wrong specifications are generated. Since the
program and specifications are part of the certificate, code consumers detect such problems.

Dependencies Task 4.4 is using many results from other tasks and produces itself output that will be
used in Task 5.4. The most important interplays are described below.

Task 2.1 The information flow type system developed in Task 2.1 is used as target type system for type
preserving compilation shown in Chapter

Task 3.1 The results of Task 3.1 are used at various places to realize a proof transforming compiler. The
proof-transforming compiler produces a proof that can be applied to verification conditions that have
been generated by the bytecode VCGen from Task 3.1. This is important as this VCGen is proved
correct and does not have to be trusted. The bytecode specification language BML that was developed
as part of Task 3.1 is needed in order to express the same properties on bytecode that can be expressed
by JML on source code. We also use the relation that has been proved in Task 3.1 between the MOBIUS
base logic and the Bannwart-Miiller bytecode logic [4] that we used to show proof transformation for
a Hoare logic.

Task 3.6 This tasks main goal is to produce the MOBIUS PVE which contains many tools that will seam-
lessly work together. As part of Task 3.6, a JML to BML translator will be built that is needed for the
proof-transforming compiler. Also the deep embedding of classfiles in Coq is done by a Java tool called
bico which is produced as part of Task 3.6.

Task 4.2 and 4.3 Our proof-transforming compiler generates proofs that can directly be used by the cer-
tificate generator defined in Task 4.3 to built certificates in the sense of Task 4.2.

At the end of the day, Task 4.4 provides a mean to use the technologies and tools developed by other
tasks on bytecode level also on JML annotated source code.

1.3 Outline of the deliverable

Chapters[2|to[6]of this deliverable describe the steps of the verification process shown in Figure[I.1] Chapter|7]
focuses on type-reserving compilation, and Chapter [8] concludes. We provide a more detailed outline in the
following:

Chapter [2| describes the language subset that we take into consideration and provides an operational
semantics for it.

Chapter [3| presents the first step of the verification generation for source code, namely the transformation
of JML annotations into first order logic specifications. This transformation replaces JML specifications
by a specification table. This table contains first order logic conditions associated with methods or
individual Java statements.

Chapter |4] presents the direct VC generation as well as the key idea behind the proof transformer, which
is the concept of preservation of proof obligations. In other words, this chapter shows that if we prove
the verification conditions on source code, we can also prove the corresponding bytecode with the
transformed proof.
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Chapter [5| presents some highlights of proof transformation in presence of abrupt termination for a Hoare
logic. Even though the proof-transforming compiler works with a verification condition generator, we
have also investigated proof transformation for Hoare logics as it enables the transformation of proofs
directly to the more powerful MOBIUS base logic.

Chapter [6] concentrates on the implementation issues of the VC generator. This chapter provides the
interested reader with a more detailed architecture description and describes the integration of the
source logic in ESC/Java2.

Chapter [7] presents a type-preserving compilation for the information flow type system developed in
Task 2.1 [22].



Chapter 2

Source and bytecode language

We introduce the source language and bytecode language in three steps: First, we start with a simple
imperative language, then we extend it with objects and method, and we conclude by adding exceptions.
For each step, we present the source language and its semantics, the bytecode language, and the compilation
scheme.

2.1 Simple imperative languages

In this section, we assume that a program consists of a single method.

2.1.1 Source language: JAVAj;

Syntax Figure defines the basic structured language JAVAg. Let X be the set of variables and V be
the set of values (Z for the moment). £ denotes the set of expressions and stmt the set of statements. In
this language, a program P is simply an instruction followed by a return (i.e., P = stmt;return e)

Operational semantics The basic language does not deal with the heap. So, the language contains only
a local memory p : X — V, which is a mapping from local variables to values. We denote by L the set
of local memories. Figure [2.2] gives the big step semantics of the basic source language. The first relation
i@ (€ x L) x V defines the evaluation of an expression e into a local memory p; the result is a value.
Abusing notation, we use the same syntax for the evaluation of tests.

The set Stater of states is defined by the set of pairs [i, p|. The semantics of an instruction is defined,
using a big step style, by the second relation ||sC (Z x £) x (£). This relation takes an instruction 7 in a
local memory p, and returns the resulting local memory. There is no rule for the return statement, which
can only appear at the end of the program. Finally, The evaluation a program P : pg {ls v is defined by:

P = stmt;return e [po, stmt] s p e Ly
P:ipolsv

2.1.2 Bytecode language: JVMp

Language A bytecode program P is an array of bytecode instructions (defined figure . P, is the set
of program counters (index in the array of bytecode instructions). bytecode instructions perform actions on
the operand stack (push and load push values on the stack, binop performs an operation with the two top
elements, store saves the top element in a variable) or control the execution flow (goto for a unconditional
jump and if for a conditional jump).

10
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operations op == +|—|x]|/
comparisons cmp = <|[<|[=|#|>|>
expressions e == z|cleope
where ¢ € Z and x € X
tests t = ecmpe
statements  stmt = z:=c¢e assignment
| if(¢){stmt}{stmt} conditional
| while(t){stmt} loop
| stmt; stmt sequence
| skip skip

Figure 2.1: INSTRUCTION SET FOR THE BASIC LANGUAGE JAVAgp

p P P p
€1 — V1 €3 — U2 €1 —> V1 €2 — 1
z ‘£> P(-’E) c (& c €1 Op €2 ‘ﬁ) U1 Op V2 €1 cmp ez ‘£> U] cmp VU9
ey [stmty, p] Us p" [, stmip] s p”
[z :=e, p] bs p{z — v} [skip, p] Is p [stmity; stmia, p] bs p"
t <% true [ie, p] 4s p' t < false lig, p] s 0’
() {ie} {ir}s ol Us o/ () {ie 3 {ir} ol s o/
t <& true [i, p] Us P’ [p, while(t){i}] Is p” t < false
[while(t){4}, p] Is p” [while(¢){i}, p] Is p

Figure 2.2: SEMANTICS OF THE BASIC LANGUAGE

Bytecode Semantics An abstract machine state is a triple (k, p, os), where k is the program counter,
p a mapping from variables to values, and os the operand stack. For the moment, the operand stack only
contains intermediate values needed by the evaluation of source language expressions. We denote by Stateg
the set of abstract machine states. The small step semantics of a bytecode program is given by the relation
~~C Stateg x (States + V), which represents one step of execution (defined in figure [2.4). The transitive
closure of ~ to a final value is inductively defined by:

<ka Ps 05) v <ka P 05> ~ <k/a pla 05/> <k,a p,a 03,> o
(k, p, 0s) I v (k, p, 0s) L v

Finally, the evaluation of a bytecode program P p | v, from a initial mapping of local variables to a final

value is defined by
def

Piplv = (0,p,0) v

2.1.3 Compilation

The compiler used here is defined in figure by two functions. The first one compiles the expressions [e]
and generates a bytecode sequence which evaluates e and stores/pushes the result on the top of the operand
stack. The second one compiles the instructions k : [¢]. The argument k indicates the starting position

11
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intructions 4 ::= pushc push value on top of stack
|  binop op binary operation on stack
| load z load value of z on stack
| store x store top of stack in variable z
| gotoj unconditional jump
| if cmpj conditional jump
| return return the top value of the stack

where c € Z, z € X, and j € P..

Figure 2.3: INSTRUCTION SET FOR THE BASIC BYTECODE

P[k] = push ¢ P[k] = binopop v = v op P[k] = return
(k, p, 0s) ~ (k+ 1, p, ¢ :: 0s) (k, p, v1 iz va:: 08) ~ (k+ 1, p, v 2 08) (k, p, v:os)~ v
Plk] = load = P[k] = store z
(k, p, 0s) ~ (k+1, p, p(z) :: 0s) (k, p, v os) ~ (k+1, p{z > v}, 0s)
P[k] = goto j Plk] =if cmp j o1 cmp vy = true Plk] =if cmp j o1 cmp vy = false
(k, p, 08) ~ (], p, 0s) (k, p, v1 :: v3 2 08) ~ (], p, 08) (k, p, v1 220922 08) ~ (k+ 1, p, 0s)

Figure 2.4: SEMANTICS OF THE BASIC BYTECODE

of the resulting bytecode sequence in the final bytecode program; this information is used to compute the
labels attached to branching instructions. Abusing notation, we will write k: [e] for the compilation of an
expression starting at position k.

Compilation of an assignment x := e is the compilation of the expression e followed by store z. At the
end of the evaluation of [e], the value of e is on the top of the operand stack, then a store z instruction
stores this value in the variable z and pops the value from the stack.

The compilation of a conditional k:[if (e; op e2){stmt; }{stmty}] starts by the sequence corresponding to
the evaluation of the two expressions e; and e;. After this sequence the operand stack contains on the top
the values of e; and ey. The if cmp ko instruction evaluates the comparison and pops the two values from
the stack. If the test is true, the evaluation continues at label k; corresponding to the beginning of the true
branch; otherwise, the if instruction jumps to label ks corresponding to the beginning of the false branch.
At the end of the false branch a goto instruction jumps the code of the false branch.

The compilation of a loop k : [while(e; cmp ez2){i}] evaluates the two expressions ey and e; and then
performs a conditional jump. If the test is false the evaluation jumps to the code corresponding to the body
of the loop, if the test is true the evaluation continues by the evaluation of the loop body and then performs
a jump to the label corresponding to the beginning of the evaluation of the test.

Finally, the compilation of a program P = (i;return e) is defined by:

o
-

€

[P] = 0:[i]; [e]; return

Correctness of the compiler The correctness of a compiler expresses that the semantics of a source
program is the same as of the compiled version. In other words, for all source programs P, if P : pg s v
then the evaluation of its compiled version P starting form the initial memory pg leads to the same resulting

12
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Compilation of expressions

k:[z]

k:[c]

k:[er op e
where k;

ko

k:load z
k : push ¢
k:[e]; k1 : [e2]; ko : binop op
k+[[el|
k1 + |[e2]]

Compilation of statements

k:[z = €]
where k;

k:[stmty; stmis]
where ko

k:[return €]

k:[if(ex cmp ex){stmt; }{stmtz}]
where k;

ko

k3
l

k:[while(er cmp e2){stmt}]
where k;

ko
k3

k:[e]; ki : store z
k+ [l

k:[stmt1]; ko [stmita]
k + |[stmt]|

[e]; return

k: [[62]]; kl [[61]]; kg 2 if cmp k3;

ky + 1:[stmt;]; ks : goto l; ks + 1:[stmiz]
k+ |[e2]]

ky + |[ea]]

ky + [[stmt;]| + 1

ks + |[stmta]| + 1

k : goto ki; k + 1: [stmt];

ki : (el ko : [ex]; ks :if emp k + 1,
k+ 1+ |[stmt]|

ki + |[e2]]

ko + [[e]]

Figure 2.5: COMPILATION SCHEME

value v. The correctness proof of a compiler is done by exhibiting a simulation between the evaluation of
the source program and the evaluation of the bytecode program.

Lemma 1 (Correctness for expressions) For all bytecode programs 75, expressions e, values v, memo-
ries p, and operand stacks os such that | = |[e]| and Plk..k + 1] = [e] the following property holds:

ei>v:><k,p, 0s) ~* (k+1, p, v :: 0s)

Lemma 2 (Correctness_for instructions) For all bytecode programs P, instructions i, memories p and
p' such that | = |[i]| and Plk..k 4+ 1] = k:[i] the following property holds:

[i> P] s IOI = <k7 P, ®> T (k + 1, :0/3 ®>

Lemma 3 (Correctness of the compiler) For all source programs P, if P : pg {s p, v then its compiled
version evaluates to the same result:

P:poldlsv=1[P]:po v

13
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2.2 Adding objects and methods

Now that we have introduced the basic concepts of the languages and of the compilation scheme, we shall
consider several more realistic extensions of the language. In this section particularly, we shall focus on a
language with object-oriented features.

2.2.1 Source language: JAVA(
JAVA( is an extension of the simple language JAVAg for dealing with objects and methods.

Syntax In this setting, a program is a set of classes taken from the set C, which is partially ordered (C, =<).
The hierarchy of classes will be used to resolve virtual calls. Classes are entities that are provided with a
list of methods taken from the set M. A method is identified uniquely by its identifier. Classes are also
provided with a list of fields taken from the set F.

The new syntactic constructs that JAVA» provides in addition to JAVAg are:

expressions e u= ...|this|em(e)]|e.f|newC
statements stmt = ...|ef:=¢

The expression construct e.m(e;) denotes the invocation of method with identifier m on the receiver e
and the argument e;. For simplicity, we restrict ourselves to method with one argument, the extension to
the general case being straightforward. The construct new C denotes a creation of a new instance of type
C. We also provide the language with object field access expressions e.f, where f is from the set of field
names F. Moreover, we allow the update of object fields via the instruction e.f := e. The expression this is
a special variable referring to the current object, i.e., the object of the method currently being executed.

Global memory Compared to JAVApg, the set of JAVAp values is extended to V = Z U R, where R
is an (infinite) set of references. Note that for the moment, we ignore the issue of dereferencing a variable
which does not contain a proper reference value (i.e., null pointers). We extend the notion of program state
to include a global memory (heap), which will give meaning to object expressions. Thus, a state is the pair
(p, h) of the local memory store p and the global object store h.

The notion of a heap is defined axiomatically similarly to Poetzsch-Heffter and Miiller’s work [33]. We
define an abstract data type H of heap objects and define the following operations over it:

Dom :H xR — bool

Get T HXRXF =YV
Update : HX R X FxV —>H
New HXC—->HXR
typeof : R —C

The function Get(h, r,f) returns the value stored in the field f of object reference r in heap h. Usually this
operator returns the value stored in the field f (if it exists) of any allocated reference r; otherwise, it is
undefined. Since the type checking of Java can ensure this properties, we assume that the function is total.
We define Dom such that Dom(h, r) holds if r is allocated in the heap h otherwise it returns false. The
function Update(h, r, f, v) updates the value stored in the field f of object location 7 in heap h. The function
New(h, C) returns a pair of a fresh reference and the resulting heap augmented with the new reference. The
function typeof maps references to reference types. For simplicity, we use the notation h(r.f) for Get(h, r,f)
and h{r.f — v} for Update(h, r,f, v).

We then assume a set of properties to hold for those functions. For illustration, we require that if a
field of a particular reference is updated with a new value, then an access to the field for this reference will

evaluate to that new value:
hirf— v}(rf)=v (2.1)
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When allocating a new object in a heap, then the resulting heap has the same domain plus the new object:
New(h,C) = (h/,r) = (Vi,Dom(h,l) = Dom(h', 1)) A Dom(h’, r) A —=Dom(h,r) A typeof(r) =C  (2.2)

For the full set of axioms, the reader may refer to [33].

Semantics The first difference with the semantics of JAVAg is that expressions can now have side effects
(on the heap) due to the allocation of new objects or to method invocations. The consequence is that the
evaluation of expressions now returns a value (the result of the expression) and the resulting heap. Note
that the local memory, containing the value of local variables, still remains unchanged. A state is now a
triple [i,p,h] € T x L x H.

The semantics of JAVApi given Fig. There is now three mutually defined predicates:

o (e h) N (v, ') stand for: the evaluation of the expression e in the heap h and local memory p leads
to the value v and the heap A’

o [m,r,v,h] |s (v,h') stand for: the evaluation of the method m in receiver r and argument v in the
heap h leads to the value v and the heap h’

o [i,p,h] Us (p', ') stand for: the evaluation of the instruction 7 in the local memory p and the heap h
leads to the local memory p’ and the heap A’

Compared to JAVAp the evaluation of some expressions may cause side effects as for instance method
invocation expressions or instance creation. The new rules for field access and instance creation are straight-
forward.

The semantics of method calls is more complicated because in Java methods are dispatched dynamically.
This means that the actual method to be executed cannot be determined statically. In languages like Java,
this is due to method overriding in subclasses.

Definition 2.2.1 (Method overriding)
A method my declared in class Co is said to override a method my declared in class C1 and we denote by
overrides(mg, my) the following properties:

e the class Cy is an ancestor class of Cq, denoted by (Co < Cy )
e methods my and mo have the same signature (the same short name and type)

An important property of the lookup function is that for all m m’ such that m’ = lookup(m, C') then
overrides(m’, m).

To model dynamic dispatching, we assume that there is a function lookupp attached to each program P
that takes a method identifier m and a class name and returns the identifier of the method to be executed.
Once the method m to be executed is determined, the function body(m) returns the method body of m
which corresponds to a program statement JAVAg. The method body of the latter is then executed with
the resulting heap of the evaluation of the argument and the receiver.

The evaluation of a method is defined in the same way as the evaluation of a JAVAg program, the only
difference is that the local memory is initialized with the value of the receiver for the variable this and the
value of the argument for the variable arg.

Compare to JAVAg the evaluation of the instructions is modified to take into account the side effect of
the expressions.
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2.2.2 Bytecode language: JVMp

A JVMp program is the same that a JAVAp program, except that the body function associate to a method
an array of instructions. To simplify the presentation we use the notation P, [k] as a short cut for body(m)[k].

The set of instructions of JVMp is extended with additional instructions to create new objects, to read
or update fields objects, and invoke m to call virtual methods. Here, m is a method identifier, which may
correspond to several methods in the class hierarchy due to overriding of methods.

getfield f field access
putfield f field assignment
invoke m virtual method call

intructions ¢ := push c push value on top of stack
|  binop op binary operation on stack
| load z load value of = on stack
| store z store top of stack in variable z
| gotoj unconditional jump
| if cmpj conditional jump
|  return return the top value of the stack
|  new C instance creation
|
|
|

As for JAVAp, we assume that there is a function lookupp attached to each program P, which takes a
method and a class name and returns the method to be executed.

Operational semantics

While JVM states contain a frame stack to handle method invocations, it is convenient for showing the
correctness of the verification condition generator to rely on an equivalent semantics where method invocation
is performed in one big step transition. Hence, a JVMp state is of the form (k, p, 0s, h), where k, p, and os
are defined as in JVMp and h is a heap. We use an intermediate semantics - small step for all instructions
except for method invocations and big step for method invocations; more precisely, the semantics directly
calls the full evaluation of the called method from an initial state to a return value and uses it to continue
the current computation. As we can see from the rules of the operational semantics, the instructions have a
similar but not exactly the same semantics as their counterparts in JAVAp. The differences come from the
specific features of the virtual machine as for instance the operand stack used for expression evaluation. Also,
the bytecode language is more fine grained—the composition of several bytecode instructions will correspond
to a JAVA» expression.

The operational semantics, given in Figure is defined by two mutually dependent predicates. The
instruction putfield f updates field f with the value on top of the operand stack, for the receiver stored
second to top on the stack; after the execution of the instruction, the two top stack elements are removed.
The instruction getfield f pushes the value of the field f for the object reference at the top of the operand
stack.

2.2.3 Compilation

The main difference between a JAVA» and a JVMp program is in the representation of methods. The
structures of the programs are the same except that the body of a method in the source is a source instruction
following by a return whereas it is an array of bytecode instruction for the target language.

So, the compiler from JAVAp to JVMp is a mapping translating each method of the source program
to an array of bytecode instructions. The compilation scheme for instruction is essentially the same as the
one for JAVAg. We simply give the new rules for the new constructs in Fig. The correctness of the
compiler can be proved in the same way as for JAVAg. The different lemmas are modified to include the
global memory.
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Lemma 4 (Correctness of the JAVA@ compiler) For all JAVAp program P and is compiled version P
and for all method m in P (and so P), if [m,r,v, k] s (v, h) then (1, {this — 7, arg — v}, 0, ho) Im (v, h)

2.3 Adding exceptions

In the previous section, we looked at objects and method calls where the semantics allowed only for one
kind of termination, namely normal termination. We actually worked under the assumption that executions
always go well, for instance we assumed that all variables are initialized with a proper value before any
use. In practice, programming languages do not work under such hypothesis and must somehow handle
the situation where variables which does not have proper values are used. An example for such situation
is the access of a field of a location via a non-initialized variable. Actually, programming languages use
an exception mechanism to cope with these cases. In the following, we shall describe the extensions of the
language which provide such a mechanism.

2.3.1 Source language: JAVA,

First, we extend the set of possible values V with the new value null, which stands for the reference that
does not point into the heap; that is, V = Z U R U null. Fig. gives the new semantics of expressions,
which may either terminate normally or exceptionally. An exception is simply an object of an exception
type. In this setting, the final state of an expression evaluation is either the normal state configuration
(v, h) in case the evaluation yields the value v for the expression and leaves the execution with a heap h, or
the exceptional state (exc r, h) where r is a reference of an exception type and A is the resulting heap. The
execution of statement terminates either in a normal state (p, h) with a memory p and heap h respectively,
or in an exceptional state of the form (exc r, p, h) where r is the thrown exception object, p is the current
memory and & is the current heap.

There are five rules for the evaluation of method invocations. First, the receiver object is evaluated
and then the argument. If one of these evaluations leads to an exception, the exception is propagated. If
both evaluate normally then if the value corresponding to the receiver object is null, the method invocation
terminates abruptly with a NullPntrExc exception. Otherwise, the rule is the same as for JAVA », except if the
method body terminates exceptionally, then the evaluation of the method call also terminates exceptionally.

Field access expression evaluation has two possible executions: if the dereferenced field evaluates to a
reference different from null then it behaves normally as in the previous section; if the dereferenced field is
null then exception NullPntrExc is returned. For brevity, we do not give the other contextual rules, which
propagate exceptional termination of expression.

Moreover, the language supports a mechanism for handling thrown exceptions. We extend our language
with the following statement instructions:

statements stmt = ... |try{stmt} catch (EType) {stmt} | throw e |

The semantics of the extended instructions is given in Fig. In our setting, the terminal states of
statement executions may be either normal or exceptional. The normal terminal state is of the form (p, h)
and indicates that statement execution leaves the memory p and the heap h. The exceptional execution is
of the form (exc r, p, h) and shows that the statement has terminated by throwing the exception r and the
local memory is now p and the heap is h. The semantics of the try catch statement is such that exceptions
thrown in the try statement of type or subtype of EType will be handled by the catch statement, and the
whole statement terminates execution as the catch statement; otherwise, if the exception r thrown by the try
statement is not a type or subtype of EType, then the whole statement terminates exceptionally and leaves
the execution exceptionally with the exception value EType and the resulting heap. The throw e statement
allow programmers to throw exceptions explicitly. Notice that its execution always terminates exceptionally.
If the exception expression is not null and then e evaluates to the exceptional value r, the execution of the
throw statement terminates exceptionally with the exception r. Otherwise, if e is null, then the statement
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terminates with a NullPntrExc exception. Similarly, the execution of field update statement has a normal and
exceptional termination. As for expressions, we do not give all the rules for the propagation of exceptions.

2.3.2 Bytecode language

In this section, we consider an extension JVMg¢ of the JVMp with an exception handling mechanism.
Programs are similar to those in the JVMp model. However, the instruction set of the JVM¢ is extended
with the bytecode throw.

Furthermore, we assume that programs come equipped with a partial functiorﬂ Handlery, : P. x C — P,
that for each method m selects the appropriate handler for a given program point. If an exception of class
C € C is thrown at program point k € P, then, if Handlern(k, C') = [, the control will be transferred to
program point /, and if Handlery, (k, C') is undefined (noted Handlery, (k, C) 1), the exception is uncaught in
method m.

Operational semantics

We give in Figure the semantics of exception-throwing instructions in JVMg. Rules for the rest of the
instructions are as in JVM@. The exception throwing instructions now have several rules, which correspond
to the normal and exceptional termination of the instruction. Moreover, there are separate rules for the
exceptional termination when the exception is caught or not.

For instance, there are three more rules for the virtual call instruction. The first is for normal execution.
The second is for the case of the called method terminates abruptly but the exception is handle. The
third express the case where the received object is null, and the NullPntrExc is caught. The two last rules,
correspond to the cases where the evaluation of the call leads to an uncaught exception. We use NullPntrExc
as the class associated to the null pointer exception. Each instruction which performs an access on a reference
(getfield f, putfield f and throw) have a similar semantics.

2.3.3 Compiler from JAVA¢ to JVMg

In the following, we shall extend the compiler function presented in Section to deal with the new
statements concerning exception handling and throwing. The compilation of the statements considered in
the previous sections for the basic and object oriented language are the same. That is why we omit them
here and show in Fig the compilation of the new language constructs.

Notice that the compiler constructs the exception handler function Handler simultaneously with the
compilation of JAVA¢ statements to JVMg¢ instructions. To simplify the presentation the exception handler
function is built incrementally (using imperative style). The only construct which effects the exception
handler function is the try catch statement. First the instruction stmi#; (the try statement) is compiled,
after that the exception handler have been extended in such way that if an exception is throw during
the execution of stmt; then the handler catch it if the exception has the appropriate type, which leads to
the execution of the catch statement stmts. If no exception is thrown during the execution of stmt; the
instruction goto ky will jump the code of stmty to continue normally the execution of the program.

The compilation of the throw consists in the compilation of the expression e followed by the instruction
throw and it does not change the exception handler function.

Lemma 5 (Correctness of the compiler) A JAVA¢ program P and its compiled version P share the
same semantics.

IThis opaque handling function hides the notions of handler list and subclass used in Java.
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(z.h) < (p(x). h) (c.h) < (c,h)
(e2,h) L (. he)  (e1, ha) S (v, ) (e2,h) D> (w,ha)  (e1,ha) L (v1, hy)
(e1 op ez, h) Ly (v1 op va, h) (e1 cmp e, h) Ly (v1 cmp va, hy)
(e,h) L (r, 1) New(h,C) = (K, )
(e.f,h) 5 (W (rf), ) (new C, h) < (r, )

(e,h) <5 (r, 1) (er, ha) < (vr, ho)
m’ = lookupp(m, typeof ()  [m’, 7, v, ho] {s (v, h')
(e.

m(er), h) <% (v, 1)

/

body(m) = i; return e [i, {this — r,arg — v}, h] s (o', h') (e, ') £ (v', W)
[m,r,v,h] s (v, h")

(e,h) L (v, h')
[JJ =60 h] US (p{ﬂ? = ’U}, h,) [Skip’p’ h] U'S (ﬂ, h)

[stmt1, p, h] Us (p1,h1)  [stmitz, p2, ] Is (p2, ho)
[Stmtl; stmty, P h’] ‘US (p27 h?)

(t,h) L (true, b)) [ig, p, ba] Us (pa, ho) (t,h) <% (false, hy)  [if, p, ] s (p2, h2)
[if (&) {it}{ir }, p, ] Us (p2, h2) [if (&) {it}{ir }, p, bl Us (p2, h2)

(t h) (true hl) [iap7 hl] Is (p27 h2> [While(t){i}ap%hﬂ Is (p37 h3)
[While(t){i}woa h] ‘US (P3, h3)

t, ) <& (false, h')

h)
[Whlle(t){l}, Ps h] Is (pv h,)

(el,h) ‘ﬁ> (T‘, hl) (62, hl) ‘i> (1)2, hg)
[e1.f := ea, p, h] Us (p, he{r.f — w})

Figure 2.6: SEMANTICS OF JAVAp

19




MOBIUS Deliverable D4.3 PROOF-TRANSFORMING COMPILER

Pn[k] = push ¢ Pnlk] = binopop v = v op 1
(k,p,0s,h) > (k+1,p,c: o0s,h) (k,p,o0s,h) < (k+1,p,v:: 0s, h)
Pnlk] = load z P[k] = store z
(k,p,o0s, h) < (k+1,p,p(x) :: 05, h) (k,p,v:: 08, h) > (k+ 1, p{z — v}, 0s, h)

Pm[k] = goto j
<k7107 087 h) /\rll} <j7p7 057 h)

Pulk] =if cmp j v cmp v = true Pulk] =if cmp j v cmp v = false

(k,p,v1 2 vz 08, h) <5 (k+1,p, 05, h) (k,p, v v 2 08, h) <% (4, p, 05, h)

Pulk] = new C New(h,C) = (r,h’)
(k,p,0s,h) < (k+1,p,7:: 05, h')

Panlk] = getfield f Pu[k] = putfield f
(k,p,7:: 08, h) <> (k+1,p,h(r.f) :: 0s,h) (kypyv 708, h) <5 (k4 1,p, 08, h{rf s v})
Pulk] = invoke my m’ = lookup p(mj1, typeof(r))

(1,{this — r,arg — v}, e, h) Iy (v, h')
(k,p,v 708, h)y > (k+1,p,v:o0s h)

S8 S Im (v,h) Py [k] = return
S Um (v, h) (k,p,v:08,h) Im (v, h)

Figure 2.7: OPERATIONAL SEMANTICS FOR JVMp
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Compilation of expressions

k:lef] = k:[e];k : getfield f
where k1 = k+|[[€]|

k:[newC] = k:newC
k:les.m(e2)] = k:[e];kr: [e2]; k2 : invoke m

where k1 =k +|[el]]

kr = ki + |[e]]

Compilation of statements

k: [[61.f = 62]] = k: [[61]]; ky : [[62]]; ko : putfield f
where k1 =k +|[el]|
k2 ki + |[e2]]

Figure 2.8: COMPILATION SCHEME FOR JAVA

(e, h) N (exc r, hy) (e, h) L (v, h) (e1, M) N (exc r, hy)
(e.m(e1), h) L (exc r, hy) (e.m(e1), h) N (exc r, hy)

(e,h) L (null, 1) (er, ') L (v, b))  New(hy, NullPntrExc) = (np, hs)
(e.m(ex), h) < (exc np, hy)

(e,h) L (r, h)  (er, ) < (v, hy)  m’ = lookupp(m, stypeof(r))
ri Znull  [m’ om0, he) s (v, B)
(e.m(er), h) &> (v, 1)

(e.h) % (ri, ) (er,hn) < (v, ho)  m’ = lookup p(m, typeof (1))
™ 75 null [m’, ™, 1, hg] ‘U’S (exc T, h/)

(e.m(e1), h) < (exc r, h')

(e, h) N (v, h1) v # null
ef S (h(vf), h)

(e,h) % (null, h')  New(R, NullPntrExc) = (np, hy)
(e.f, h) L (exc np, hy)

Figure 2.9: SEMANTICS OF EXPRESSION EVALUATION IN JAVA¢
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(61,h> ‘ﬁ> (exc T, h1> (el,h) ‘ﬁ> (1)1, hl) (62, hl) ‘ﬁ> (exc r, hg)
[el-f = €2, P, h] US (exc T P, hl) [el'f = €2, p, h] llf,' (exc s P, h2)

(e1,h) S (null, b)) (e2,h1) <> (va, h2)  New(ha, NullPntrExc) = (np, hs)
[el-f = €2, P, h} U’g (eXC np, p, h3>

(61, h) ‘ﬁ> (1)1, hl) €9 i) hl(’UQ, h2)
[er.f:= e2, p, B] Ye (p, ho{v1.f = w})

[stmty, p, h] e (p1, M)
[try{stmt, } catch (EType) {stmt2}, p, h] s (p1, 1)

[stmty, p, h] lg (exc 7, p1, hy) —typeof(r) < EType
[try{stmt, } catch (EType) {stmta}, p, h] s (exc r, p1, h1)

[stmty, p, h] Ve (exc 1, p1, ) typeof(r) X EType [stmip, p1, ] Yg S
[try{stmt,} catch (EType) {stmts}, p, h] e S

(e,h) S (r, hy) (e,h) < (null, h')  New(H, NullPntrExc) = (np, hy)
[throw e, p, h] {g (exc r, p, h1) [throw e, p, h] ¢ (exc np, p, h1)

Figure 2.10: SEMANTICS OF STATEMENT EXECUTION IN JAVA¢
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P k] = getfield f 7 # null
(k,p, 7 :: 08, h) > (k+1,p, h(r).f :: 0s, h)

Pm[k] = getfield f  New(h, NullPntrExc) = (np, k1) Handlerm(k, NullPntrExc) = j
(k, p,null :: os, h) 3 {, p,np :: nil, h1)

Pn[k] = putfield f 7 # null
(k,p,v 7 08, h) > (k+1,p, 08, h{r.f s v})

Pn[k] = putfield f  Handlerm (k, NullPntrExc) =5 New(h, NullPntrExc) = (np, h1)
(k,p,v ::null :: os, h) 3 (4, p,np :: nil, h1)

Pm[k] = throw v # null  Handlerm (k, typeof(v)) =5
(kyp,v :: 08, h) K (4, p, v il h)

Pm[k] = throw Handlerm(k, NullPntrExc) = j New(h, NullPntrExc) = (np, k1)
(k, p,null :: 0s, h) N {J, p,np :: nil, h1)

Pm[k] = invoke m;  m’ = lookupp(m1,typeof(r)) = # null (1,{this — r,arg — v1},nil, h) Y (v, h’)
(k,p,v1 272 08, h) 3 (k+1,p,v:: 0s,h')

Pm[k] = invoke m;  m’ = lookupp(m1,typeof(r)) r # null
(1, {this — 7, arg — v1 },nil, h) Y (exc 7', k')  Handlerm(k, typeof(r’)) = j
(k,p,v1 = 722 08, hYy <> (j, p, 7" 2 nil, ')

Pm[k] = invoke m1  Handlerm (k, NullPntrExc) =5 New(h, NullPntrExc) = (np, h1)
(k, p,v1 :: null :: os, h) 3 {4, p,np = nil, h1)

Pm[k] = getfield f New(h, NullPntrExc) = (np, h1) Handlerm(k, NullPntrExc) 1
(k, p,null :: 0s, h) Im (exc np, h1)

Pn[k] = putfield f  Handlerm (k, NullPntrExc) T New(h, NullPntrExc) = (np, k1)
(kyp, v ::null :: 0s, h) Im (exc np, hy)

Pmlk] = throw v # null  Handlern (k, typeof(v)) 1
(kyp,v :: 08, h) Im (exc v, h)

Pm[k] = throw Handlerm(k, NullPntrExc) ©  New(h, NullPntrExc) = (np, h1)
(k, p,null :: 0s, h) Im (exc np, h1)

Pm[k] = invoke m;  m’ = lookupp(m1,typeof(r)) r # null
(1, {this — 7, arg — v1 },nil, h) Y {(exc 7', h’) Handlerm(k,typeof(r’)) 1
(kyp,v1 i 7 i 08, h) Im (exc v’ h)

Pm[k] = invoke m1  Handlery (k, NullPntrExc) 1+ New(h, NullPntrExc) = (np, h1)
(k,p,v1 :: null :: 0s, h) Im (exc np, hy)

Figure 2.11: OPERATIONAL SEMANTICS FOR JVMg¢
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k:[throw e] = k: [e]; k; : throw
where k1 = k+|[[€]|
k:[try{stmt; } catch (EType) {stmt2}] = k:[stmt];goto ko; ki : [stmia]
where ki =k + |[[stmt;]| + 1

ko
Handler(j, E) :=

k1 + H[Stmtg]]’
k1 kE<j<k N E=EType
Handler(j, E) otherwise

Figure 2.12: COMPILING THE EXCEPTION HANDLING CONSTRUCTS FROM JAVA¢ TO JVM¢
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Chapter 3

Translation from JML to FOL
specifications

This chapter presents the translation of JML into first order logic (FOL) specifications. As illustrated in
Figure this translation is the first step of the Mobius Direct VCGen.

The translation covers most of the JML level 0 language. We omit the instance keyword (because the Java
subset considered in this deliverable does not have interfaces), the keywords \nonnullelements and \elemtype
(because they are just shortcuts for other specifications), model fields (because they would be a distraction),
and the ownership modifiers peer and rep (because they can be encoded using constructs we support [14]).

Our translation formalizes essentially the semantics described in the JML reference manual [21]; we
discuss deviations below. In the following, we present the overall approach of the translation and then
discuss the translation of individual JML constructs. We focus on the essential ideas here. Details are
presented in a technical report [12].

3.1 Overview

Our translation takes as input a Java program and its JML specification. It produces a specification table
containing routine (method and constructor) annotations as well as local annotations (assertions) for indi-
vidual Java statements. The predicates in the table and the local annotations are expressed in FOL. Both
the specification table and the local annotations are fed into the verification condition generator described
in Chapter

In the following, we use the notation 7r(e) to denote the FOL term that results from the translation of
a JML annotation e.

3.1.1 Routine annotations

The specification table for routines annotations has the following form:
F(P€7 C7 m7 ¢7 \Ila \Ilezc)

For a routine m in class C of program P,, the specification table contains the precondition ®, the normal
postcondition ¥, and several exceptional postconditions W.,., where exc denotes the thrown exception. W
and ¥.,. contain a special variable for the return value and the exception object, respectively. We denote
this variables by res and esc.

The FOL predicates in the specification table contain all the information that is available for the cor-
responding state, originating from various JML annotations such as requires, ensures, and signals clauses as
well as invariant, assignable, and initially clauses. This means that the VCGen that deals with the predicates
in the specification table does not have to deal with the large number of JML constructs.
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Table gives an overview on what routine annotations are influenced by the translation of the just
mentioned JML constructs. Section [3.2] below describes the details of how the routine annotations are built
from this JML constructs.

Precondition ® | Postcondition ¥ | Exceptional Postconditions W,
requires ensures signals
invariant initially signals_only
assignable initially
invariant assignable
invariant

Table 3.1: The routine annotations together with the influencing JML constructs

3.1.2 Local annotations

Local annotations characterize the state before the execution of a particular Java statement. Typical exam-
ples are JML’s assert statement and loop invariants. We encode them by associating each Java statement
with zero or more local annotations of the following forms. Their interpretation in the VCGen is explained
in Section For a JML expression e we have:

assert Tr(e): Condition Tr(e) acts as a local assertion for the following Java-statement. It has to be proved
to hold.

assume Tr(e): In the VCGen, Tr(e) is assumed at this point. This is only sound if Tr(e) is known to hold,
for instance, because the property was established by a type system or static analysis. It acts as an
additional information for proving the current goal.

loop invariant 77 (Z): This annotation contains the translation of a loop invariant Z that holds before and
after each iteration of a loop.

set Tr(V = e): This annotation differs from the previous ones. It is used to translate ghost variable decla-
rations and assignments (that is, JML’s set command). It contains the name of the ghost variable and
the FOL translation of the expression e, which is assigned to the ghost variable. This is done in the
VCGen by substituting V by e.

3.2 Translation of JML

In this section, we present the translation of type specifications and routine specifications, JML expressions,
and JML statements. For the translation, we use the variable heap to denote the current heap and _pre_heap
to denote the heap in the prestate of the method.

3.2.1 JML type specifications
Object invariants

Object invariants are denoted by the JML clause invariant Z. To express 1r(Z), we introduce the predicate
inv: C X R — bool, which yields for a given type and object its invariant.

In JML, all invariants have to hold in the prestates and poststates of routines that are not declared as
helper (the so-called visible states). More concretely, non-helper methods can rely on the fact that in their
prestate all allocated objects satisfy their invariant, and they have to ensure that the same property holds
in their poststate. In order to be able to verify a system in the presence of possible re-entrancy (call-backs),
it’s also necessary to establish all invariants before calling a non-helper method.
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To simplify verification considerably, we currently restrict the expressiveness of invariants. An invariant
is only allowed to depend on fields that are defined in the class declaring the invariant. Fields inherited from
superclasses must not be mentioned in invariants (see [28] for a detailed discussion). Our implementation
will check the admissibility of invariants during the translation process.

For non-helper routines, invariants are conjoined to pre- and postconditions as follows:

e To the precondition ®, we conjoin the term
Vo, t : Dom(heap, 0) A typeof(o) < t = inv(t, 0)

where typeof(o) < t yields whether the dynamic type of object o is a (not necessarily proper) subtype
of type t.

This precondtion expresses that the method can rely on the fact that all invariants have to hold in its
prestate. Callers of the method have to live up to this precondition. The treatment of constructors is
analogous, but the this object is excluded since its invariant has not yet been established.

e to the postconditions ¥ and ¥.,., we conjoin the term
Vo, t : Dom(heap, 0) A typeof(o) < t A ¢t € modified(m) = inv(¢, o)

where modified(m) is the set of types which can be modified during execution of m.

These postconditions express that the method has to satisfy the invariants of all objects that might
have been modified. This is determined using a static analysis which makes an overestimation by
collecting all types that can be assigned to. It is sufficient to check those invariants because their
subtypes must not contain invariants that depend on inherited fields [28]. So in case of both normal
and exceptional termination, we want to enforce the method to establish invariants that could have
been broken during their execution.

The helper modifier can be applied to private routines with the effect that they do not depend on
invariants. For helper routines, the above pre- and postconditions are not generated.

The initially-clause

The JML clause initially P expresses that every non-helper constructor of the enclosing class as well as
all subclasses has to establish P. The translation therefore conjoins Tr(P) to ¥ and W, for all affected
constructors.

The modifier ‘ghost’

The ghost modifier allows one to declare fields and local variables that only appear in JML specifications.
For instance, ghost variables are used to carry resource information or to save an old value of a non-ghost
variable. ghost fields and variables can be assigned to by the set statement and read within specifications
in the same way as normal fields and variables.

Currently, we support only ghost variables, but an extension to ghost fields is straightforward. For each
declaration of a ghost variable, a set annotation is created. If the declaration includes an expression for the
initial value of the variable, it is also included in the set annotation, which is then attached to the following
Java statement.

During the translation, we also use ghost variables to capture the prestate values of the arguments such
that we can refer to them in \old expressions.
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3.2.2 JML Routine specifications
Light- and heavyweight specifications

We desugar arbritrary routine specifications to behavior specification cases as follows:

Lightweight specification cases: JML does not define default values for omitted clauses in lightweight
specifications. We are using the same default that are defined for heavyweight specifications except
for the case of the signals clause which is handled stricter. The idea behind choosing the defaults like
this is to be on the conservative side. If a routine is not specified, we have to assume that we loose all
information about the program that we had before.

e The weakest possible precondition (true) is chosen if no requires clause is given. This means that
no assumptions about the program state at the beginning of the method can be done to prove
the method body.

e The weakest possible postcondition (true) is chosen if no ensures clause is given. Here, the caller
of the method with true as postcondition does not get any information from the postcondition
about the program state after the call.

e An omitted signals_only clause means that no other exception than the ones mentioned in the
throws clause of a method can be thrown.

e A default signals clause is introduced if none was specified. It contains false for java.lang.Exception
meaning that the method is by default not allowed to throw any exception.

e If no modifies clause is present, the weakest possible modifies clause is given which is ‘\everything’.
This means that the method might possibly modify every allocated heap location.

Normal behavior specification cases: As in the lightweight specification case without a signals clause,
we want to guarantee that no exception can be thrown. We introduce a signals clause that contains
false for java.lang.Exception.

Exceptional behavior specification cases: We introduce ensures false in order to guarantee that in this
case, the method is not supposed to terminate normally.

Besides this, we can transform several specification cases to one single case by rewriting the routine level
annotations as follows:

requires: Several requires clauses in the same specification case are conjoined to one single requires clause as
all of them have to be assumed at the beginning of a method. requires clauses in different specification
cases are being disjuncted.

ensures: For a (already conjoined) requires clause P of a specification case and a current class C, the
ensures clauses Q of the same specification case are transformed to

\type(this) < C A\old(P) = Q
By doing this, the ensures clauses are being guarded by the precondition of the same specification case.

signals, signals_only: The same principle that we use in ensures clauses is used for exceptional postcon-
ditions. We guard the condition by the precondition of the same specification case.

assignable: We merge all assignable heap locations form several specification cases together.

In the following, the description of the translation for routine annotations is given for the desugared form.
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The requires-clause

A requires P clause becomes part of the precondition. We conjoin 7r(P) to ®.

The ensures-clause

An ensures P clause becomes part of the normal postcondition. We conjoin Tr(P) to .

The signals- and signals_only-clause

For the JML clause signals (E e) P, we substitute all occurrences of e in P by ezc and conjoin typeof (exc) <
E = Tr(P) to V. signals_only is translated analogously.

The assignable-clause

The assignable [ and modifies [ clauses, where [ refers to a set of locations, are synonymous. In JML, the
understanding is that only the heap locations declared in the clause can be assigned to by the routine;
that is, even if a method modifies a location and then re-establishes the old value, the location has to be
mentioned in the assignable clause. We call this semantics ‘assignable semantics’.

The assignable semantics can be translated by attaching an assert annotation loc(o, f) € I to every field
update o.f = v in the routine body if o was allocated already in the prestate of the routine. loc(o, f) yields
the heap location denoted by object o and field identifier f. In addition, an assert annotation has to be
attached to every routine call to check that its assignable clause is at least as restrictive as the one of the
caller:

Yo, f :loc(o,f) € I, = loc(o,f) €1

where [, is the set of locations that can be modified by the callee m. In this semantics, an assignable \nothing
would lead to the special case which puts the assert annotation false in front of all field updates. Thus, the
method cannot be verified if it contains a (reachable) field update. In this case, routine calls are annotated
with the condition that the routine must not modify any heap locations. For assignable \everything, we can
omit all assert annotations for field updates and routine calls as all of them are allowed.

Another way to understand it (especially the modifies keyword) is that the routine is not allowed to
modify any heap location that is not mentioned in the clause. This would still allow temporary assignment
of locations not mentioned in the clause, as long as the original value is assigned again. This is fine as long
as we don’t (indirectly) recursively call the routine itself and only have a single threaded program. We call
this semantics ‘modifiable semantics’.

To enforce the modifies semantics, we state in the postconditions of a routine that every heap location
that is not in the modifiable set and that was already allocated in the prestate of the method still contains
the old value. We conjoin

Yo, f :loc(o, f) € 1V ~Dom(_pre_heap, 0) V Get(heap, o, f) = Get(_pre_heap, o, f)
to W and W.,.. If we encounter a modifies \nothing, [ is empty which leads to the simpler version:
Vo, f : “-Dom(_pre_heap, 0) V Get(heap, o, f) = Get(_pre_heap, o, f)

If we encounter a modifies \everything, we can simply ignore it for the translation as it does not restrict the
routine anyhow in using heap locations.

In the current state of the work, JML data groups are not taken into account which

For simplicity, we chose to use the modifiable semantics here, even if this is not the JML semantics as
it leads to less proof obligations. For the final version, we want to switch to the assignable semantics as
used in JML. Another simplification is that we currently do not support data groups which means that the
assignable clause only talks about a list of heap locations, the special case \everything which stands for all
allocated heap locations, or \nothing which stands for no heap locations.
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3.2.3 JML expressions

In general, the translation of JML expressions is straightforward. The operators are directly translated to
the corresponding operators in FOL. The same applies to quantifiers and certain predicates like \type and
\typeof. Still, there are some more interesting expressions that we discuss here.

The result expression
For each routine, a special result variable res of the return type of the routine is created. It is used each
time the translation encounters a \result expression.

The old expression

In order to translate the JML \old (P) expression, we need to have access to parts of the prestate of the
current routine execution. For heap locations, this is done by saving a copy of the variable heap into _pre_heap.
For each parameter p, we generate a ghost variable _pre_p that contains the value of the parameters in the
prestate (The corresponding set annotations are attached to the first Java statement.

Having saved the interesting parts of the prestate, we can use it to translate the \old expression:

e field accesses o.f inside \old expressions use _pre_heap instead heap in the Get function.
e parameter accesses p inside \old expressions lead to the use of the saved ghost variable _pre_p instead
of the parameter p itself.
The fresh expression

For all heap locations [ in \fresh (1), we have to ensure that the location has not been allocated in the
prestate. Tr(\fresh(l)) is defines as follows:

Yo, f :loc(o, f) € | = ~Dom(_pre_heap, loc(o, f)) A Dom(heap, loc(o, f))

3.2.4 JML statements

In Section we introduced the different kinds of local annotations that can be attached to a Java
statement. For each JML statement, we have introduced an annotation type. assert P translates to the
annotation assert 7r(P), assume P translates to the annotation assume 7r(P), and set V = e translates to
the annotation set Tr(V = e).
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Chapter 4

Preservation of proof obligations using a

VCGen

In this chapter, we shall focus on the relation of the proof obligations over source programs and their re-
spective non optimizing bytecode compilation. Particularly, we show that those are syntactically equivalent.
In a PCC scenario such a relation enables the code producer to generate the certificate over the source
code. As we pointed out earlier in the introduction, this is important when the certificate must be produced
interactively which can be potentially the case when the security policy is non decidable. In such cases, rea-
soning over structured code is easier than reasoning over unstructured stack based code. We shall gradually
investigate the relation of the proof obligations for three fragments of the language. In Section we shall
focus on a simple while language, Section is dedicated to object oriented features and Section takes
into account an objected oriented language with exceptions.

4.1 Preservation of proof obligations for simple imperative programs

4.1.1 Verification condition generator for JAVAj

The verification condition generator (VCGen) computes a set of verification conditions (logical propositions)
such that their validity ensures the validity of a postcondition at the end of every run of a program. A
postcondition is a proposition relating the final result to the initial values of the local variables. To define
the VCGen, we need some logical annotations that cannot be inferred automatically, namely loop invariants.
So we modify the syntax of a while instruction as follows: while;(¢){i}. Where I is a proposition, the loop
invariant.

Definition 4.1.1 (Propositions) The set of propositions is defined as follows:

logical expressions € == res|Z|xz|c|eope
logical tests t = ecmpe
Propositions P = t|-P|PAP|PVP|P=P

where T s a special variable representing the initial values of the variable x, and res is a special value
representing the final value of the evaluation of the program.

An annotated program is a triple (P, ®, ¥), where all while instructions in P are annotated with a loop
invariant. In the proof-transforming compiler, these annotations are produced by the translation from JML
to FOL as discussed in the previous chapter. Loop invariants should be valid at the entry and at the end
of their corresponding loop. A loop invariant is a proposition that can only refer to the initial and current
values of the local variables (not to the final result). ® is the precondition of the program, which may only
contain reference to the initial values of local variables. W is the postcondition, which may only refer to the
initial values of local variables and to the final result denoted by the special variable res.
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WPS(Sk'P,w) = ¢,@ WpS(x = 671/}) = w{w = 6},@

wpg(stmly, 1)) = 2,02 wpg(stmty, p2) = ¢1,01
wpg(stmty; stmita, 1) = ¢1,01 U Oy

wps(stmty, ) = ¢y, 0 wpg(stmtp, ) = ¢f, 0f
wpgs (if (t){stmt; }{stmis }, ) = (t = ¢¢) A (0t = ¢¢),0, U b

wpg(stmt, I) = ¢,0
wpg(whiler (t){stmt}, ) =I1,{I = (t = @) A (-t =)} UH

P = stmt;return e  wpg(stmt, U{res — e}) = ¢,0
VCgeng(P,®,¥) = {® = ¢{F — 7} UD

Figure 4.1: WEAKEST PRECONDITION OF THE BASIC LANGUAGE

Figure describes the verification condition generator. First, we define the weakest precondition of an
instruction wpg(7, 1) to ensure the postcondition ¢. The result is the precondition of the instruction, which
should be valid before its execution, and a set of side conditions, which should be valid for any values of the
local variables.

The set of verification conditions of an annotated program VCgeng(P,®, ¥), where P = i;return e, is
the side condition of the instruction ¢ and the fact that the precondition of the program implies the weakest
precondition of i. An annotated program (P,®, W) is correctly annotated if all generated conditions are
provable.

Soundness

We denote by F v the fact that a proposition 1 is provable. This notation is naturally extended to sets of
propositions.

Definition 4.1.2

o An initial local memory p satisfies a precondition ® if ® with the variables T replaced by the corre-
sponding values in p s a valid proposition:

pEd Yoo oo}

o An initial local memory p and a current local memory p satisfy a proposition v if ¢ with the variables
Z replaced by the corresponding values in p and variables x replaced by the corresponding values in p
18 a valid proposition:

v L p{F o p@)HE — o)}

o An initial memory p and a final result v satisfy a postcondition W if U with the variables T replaced
by the corresponding values in p and the variable res replaced by v is a valid proposition:

pv U B 0(FE o o2 Hres = v}
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Given an annotated program (P, ®, V), which is correctly annotated - VCgeng(P,®, ¥), the soundness of
the VCGen is expressed by the following property:

pE=® } _

_ =pvEY

P:plswv P =
In other terms, for every initial local memory p satisfying the precondition of the program, if the program
evaluates to a final value v then p and v satisfy the postcondition of the program.
We do not prove this lemma, since the soundness of the VCGen for source programs will be a direct

consequence of the soundness of the VCGen for bytecode and the preservation of proof obligations and the
preservation of the semantics, see below.

4.1.2 The verification condition generator for JVMp

The first difference compared to the VCGen for the source language JAVApg is the propositions. Propositions
for JVMp must refer to elements in the operand stack. To allow this, we extend the expressions of the logic
with a special variable os representing the current operand stack. e :: 0s represents the stack os with the
expression e on top, 1% 65 represents the stack os where the k top elements have been popped, and os[k]
refers to the k+1-th element of the operand stack os (starting from the top). So, 0s[0] is the top element of
the stack, o0s[1] is the second, etc.

Definition 4.1.3 (Bytecode Propositions) The syntaz of the bytecode propositions is defined by:

= os|e:os [t os

n= res|Z|xz|c|eope]|oslk]

i ecmp e

= TP |PAP|PVP| PP

stack expressions
logical bytecode expressions
logical tests

- | gl
|

bytecode Propositions

where os is a special variable representing the current operand stack.

Intuitively, bytecode propositions should be understood as functions from local variables and an operand
stack to logical propositions.

The second difference is the way of storing loop invariants (or annotations). In the source language
JAVAg, loop invariants are attached to while instruction. In the bytecode, loop invariants are stored in an
external table A : P, — P + 1, associating to some program point an annotation. Intuitively each time we
reach an annotated program point, the annotation should be satisfied. An annotated bytecode program is a
tuple (73, O, A, V), where ¢ is the precondition of the program and 1) its postcondition.

At the level of the bytecode language, the predicate transformer is a partial function that computes,
from a sufficiently annotated program, a fully annotated program in which all labels of the program have
an explicit precondition attached to them. In order to ensure the decidability of VCGen computation, its
domain is restricted to well-annotated programs. This domain can be characterized by an inductive and
decidable definition and does not impose any specific structure on programs. Note that the verification
condition generator does not ensure that well typedness of the bytecode. We actually assume that the code
is "well behaved” in the sense that every time an instruction is executed the operand stack contains the
right type and number of arguments.

Definition 4.1.4 (Well-annotated Program)

e For all bytecode programs P and program points k, the successor function succy (k) returns the set of
program points that can be reached from one execution step starting from k:

0 if P[i] = return
{1} if P[i] = goto
{k+1,1} ifP[i] =if cmp 1
{k+1} otherwise

succy (k) =
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e A program 73 is closed if for any program point k in the domain P, all the successors of k are in the
domain of P:

Vks, k € Dom(P) = s € succy(k) = s € Dom(P)

o A program point k' is reachable from a label k in P if k = k' or if k' is the successor of a program
point reachable from k:

/. !/
k" € reachables ; k" € succy (k')
k € reachabley k" € reachabley

e Given a bytecode program P and an annotation table A, a program point k reaches annotated program
points if the instruction at position k is annotated in A or if the instruction is a return (in that case
the annotation is the postcondition), or if all its immediate successors reach annotated program points.
More precisely, reachAnnot7-,7A is defined as the smallest set that satisfies the following conditions:

A(k) =P P[k] = return Vk' € succp(k), k' € reachAnnotys ,
k € reachAnnoty , k € reachAnnot, , k € reachAnnot,, ,

e An annotated program (73, o, N\, ) is well-annotated if it is closed and every reachable point from the
starting point (i.e., label 0) reaches annotated labels.

Given a well-annotated program, the verification condition generator is defined with two mutually re-
cursive functions wp,(i) and wp,(P[i]). The function wp,(i) computes the weakest precondition of the
program point i using the annotation table. If 4 is annotated (A(i) = P), the weakest precondition is the
annotation P,; otherwise, the weakest precondition is the weakest precondition of the instruction at 4, which
is computed using the function wp,. The function wp; first computes the weakest precondition of all the
successors of the instruction at ¢ and then transforms the resulting condition depending on the instruction.

Figure [4.2] defines these two functions.

Definition 4.1.5 The set of verification condition of a well-annotated bytecode program VCgenB(T), DA, D)
1s the the smallest set of propositions that contains the following implications:

o The precondition implies the weakest precondition of the starting point:

(@ = wp,(0){7 — 7})

e For all annotated program point (A(k) = P), the annotation P implies the weakest precondition of the
instruction at k:

Vk,A(k) = P = (P = wp,(k))

Soundness

The key point to prove the soundness lemma is that if all conditions generated by the VCGen are valid
then the weakest precondition of a program point wp, (i) implies the weakest precondition of its instruction

sz‘(@-

Definition 4.1.6 (Interpretation of bytecode proposition) bytecode propositions can be interpreted
as predicates on bytecode states
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wp; (k) = wpg(k+1){os — c:: os} if P[k] = push ¢
wp;(k) = wpg(k + 1){os — (0s[0] op os][1]) ::12 os} if P[k] = binop op
wp; (k) = wpg(k+1){os — z :: os} if P[k] = load z
wp; (k) = wpg(k+ 1){os,z — 1 os,0s[0]} if P[k] = store =
wp; (k) = wpg(l) if P[k] = goto
- (0s[0] cmp os[1] = wp,(k + 1){os +— 12 0s}) S
wpi(k) = A (=(os[0] emp os[1]) = wp,(I){os — 12 os}) EPLE] = if emp 1
wp;(k) = W{res+— os[0]} if P[k] = return
wp, (k) ; P it A(k) =P
wpe(k) = wpy(k) if A(k) = L
Figure 4.2: WEAKEST PRECONDITION OF THE BASIC BYTECODE

e The evaluation of a logical stack expression 0s and of a logical bytecode expression in an initial memory
p and a current operand stack os are mutually defined by:

p,0s,pEe— v p,os,pk os— os P, 08, pF 05— vg ... v i 08

p, 08, pF 0s+— os p,08,pke:os— v:os D, 05, p F1F 65 — o5’

p, 08, p 05— os
p, 0, p = 0s[k] — os'[K] p,08,p T — pz) p,08,p -z p(z)

p,os,pkEe— v p,os,pk e — v
p,o0s,pkc—c p,08,pk € op ex — v op v

o This evaluation is naturally extended to bytecode propositions p, os,p = P — P, , where P, is a boolean
formula, with the following rule for tests:

p,os,pFe— v p,os,pk ey —

p,08,pF e cmp es — vy cmp vy

o An initial memory p, a current operand stack os, and a current memory p validate a logical bytecode
proposition P (p,0s,p |= P) if p,os,pt P — P, and P, is provable.

Lemma 6 For all bytecode programs P, preconditions @, postconditions ¥, and annotation tables A, if the
proof obligations of P are valid (i.e., = VCgeng(P, ®, A, V) ) then the following property holds:
Py P, 08 ': Wpﬁ(k) = p, p, 08 }: sz(k)

Lemma 7 (Soundness for one execution step) For all bytecode programs P, preconditions ®, postcon-
ditions ¥, and annotation tables A, if the proof obligations of P are valid (i.e., b VCgenB(7D O, A, U)) then
the following property holds:

(k; p, 0s) ~ (K, p', 0s)

Lemma 8 (Soundness of the bytecode VCGen) For all bytecode programs P, preconditions ®, postcon-
ditions ¥, and annotation tables A, if the proof obligations of P are valid (i.e., b VCgenB(7D O, A, U)) then
the following property holds:

P, p, 05 = wp; (k) } = p,p', 08" = wpg (k')

ﬁ7p7 0s }:sz(,P[Z]) 5
Wy ppe
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4.1.3 Relation between the verification calculi for JAVAz and JVMp

Our goal is to show the preservation of proof obligations (PPO), i.e., given an annotated source program
and its non optimized compilation, there exists an annotation table such that the verification conditions on
bytecode and source code level will be syntactically equivalent:

VCgeng (P, ®, W) = VCgeny([P], &, A, V)

It is worth to note that the fact that the compiler is non optimizing is important for this result as in the
presence of optimizations such an equivalence will not hold.

For the purposes of this section, we extend the compiler to annotated source programs. Only the
compilation rule for the while statement changes: each time the compiler translates an annotated loop
starting from position & (k:[whiler(e){c}]), it inserts in the annotation table the invariant I at position k.
The translation of the pre- and postcondition is the identity.

Lemma 9 (Well-annotated programs) For all annotated source programs (P, ®, W) that terminate by
a return (i.e., P = i; returne), the compiled version (P, ®, A, ¥) is well-annotated.

This lemma implies that the VCGen on bytecode is defined. To prove preservation of proof obligations, we
need two auxiliary lemmas. The first one expresses PPO for expressions, the second for instructions:

Lemma 10 (Preservation of proof obligations for expressions)

Given a well-annotated program (i';return ', ® W) and its compiled version (73, O A, V). For all sub-
expressions e appearing in the program, if the sequence of code corresponding to the compilation of e starts at
position k and terminates at position | (i.e., | =k + |[e]|) and wp,(l) = ¢ then wp,(k) = 1{os — e :: 0s}.

The proof is by induction on e. The two base cases are trivial, the case of binary operators needs some
explanation. Let e = e; op ey. Its compiled sequence is

[ea]; [e1]; binop op
Let b =k + |[e2]| and &1 = b + |[e1]], so { = i1 + 1. Since wp,(I) = 1, we have
wp,(l) = ¥{os — 0s[0] op os[1] ::1? os}
By induction hypothesis on e;

wpy(k) = wpp(lh){os+— e :: os}
= 1{os > (e1 :: 08)[0] op (e1 :: 08)[1] ::12 (e :: 08)}
= {os > e; op os[0] ::1! os}

By induction hypothesis on es we get the expected result

wpe(k) = wpg(k){os— e :: os}
= ¢Y{os+> e op e :: 08}

Lemma 11 (Preservation of proof obligations for instructions)
Given a well-annotated program (i';return e/, ®, W) and its compiled version (P, ®,A, V). For all sub-

instructions i C i, which are compiled starting from position k (i.e., Plk..k + |[i]|]] = k:[i]) and for all
postconditions v, if wpg(i,1) = ¢,6 and wp,(k + [[i]|) = ¢ then the following properties hold:

o wpe(k)=¢
e For all C € 0 there exists k' € [k..k + |[i]|] and loop invariant I such that A(k') = I and

C = (I = wp,;(k))
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The proof of this lemma is by induction over the instruction i. The two interesting case are for assignment
and the while instruction. The assignment case is a direct consequence of PPO for expressions: by definition
k:[z := e] = [e]; store z, since wp,(k + |[¢]|) = wp,(k + [[e]| + 1) = ¢ we have

wp.(k + |[e]]) = ¢{os,z — 1 os,0s[0]}
and by lemma [10] we get

wps(k) = wpgk + |[e]|{os — e :: o0s}
= (¢{os,z — 1 0s,0s[0]}){os — e :: os}
= {os,z +— os, e}
= Y{z e}

For the while case ¢ = while;(¢){i#1} and t = e; cmp ez, we have

kLl = led: [eals if emp kos i [in]; goto k
wps(i,0) = L{I=(t=é1) A (-t =)} U6,

with Wps(il,[) = (ﬁl,@l, l=Fk+ ’[[61]” + |[[€2]]| kl =1l+1 and kg = /ﬁ + H[Z1]]| +1=%k+ H[Z]” Since A(k) =
(by definition of the compiler), we have wp,(k) = I and the first property trivially holds. For the second,
if Ced={I= (t=¢1)N (-t =1)} U0y, either C € 0; and the property holds by induction hypothesis
onior C=1=(t= ¢1)A (-t =1). In that case, we take ¥’ = k and we should prove that

wp, (k) = (t = ¢1) A (~t = ¥)

The WP of the last goto instruction is wp,.k; + |[i1] = wp,k = I, so by induction hypothesis wp, ki = ¢;
and by hypothesis wp,(k2) = wp,(k + [[i]|) = 1. The WP of the branching instruction is

wpp(l) = (0s[0] cmp os[1] = wp(k1){os - 12 05}) A (~(0s[0] cmp os[1]) = wp(kx){os > 1 os})
= (0s[0] emp os[1] = ¢1{os — 1% 0s}) A (=(0s[0] cmp os[1]) = I{os — 12 os})
= (os[0] cmp os[1] = ¢1 A (—(0s]0] cmp os[1]) = I)

For the last equation, we use the fact that os does not appear in ¢ and I (they are source propositions).
Then, using lemma [10] we conclude:

wp,(k) = (er emp ea = @1 A (—(e1 emp ex) = 1)

Lemma 12 (Preservation of proof obligations (PPO)) The sets of verification conditions of a well-
annotated source program (P, ®, V) terminating by a return, and its compiled version (P, ®, A, V) are equal:

VCgeng (P, ®, ¥) = VCgengz(P, ®, A, ¥)

Using the fact that the compiler preserves the semantics of programs, the soundness of the verification
condition generator for bytecode and PPO, we can derive soundness of the source verification condition
generator.

Corolary 4.1.7 (Soundness of VCgeng) If - VCgeng(P,®, V) then for all initial memory po satisfying
cI)f pr 1 Po ‘U’S p,v then P0o, P W,

4.2 Preservation of proof obligations for objects and methods

Now that we have introduced the basic concepts of the proof preserving compilation, we are ready to consider
several more realistic extensions of the language. In this section particularly, we shall consider a language
with object-oriented features.
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4.2.1 Method specification and behavior subtyping

In JAVAp and JVMp a program is a set of classes, we have to change the notion of program specification.

In an object-oriented setting, the basic execution entities are methods. A method is provided with a
specification (or also contract), i.e., two propositions describing under what conditions a method may be
called (the method precondition) and what is guaranteed by the method (the method postcondition). Thus,
we shall provide a program P, with a table I' describing the contract of every method in the program. When
we want to express that the specification found in I' for method m is the precondition ® and V¥, we shall
write I'(m, &, ¥).

The notion of program validity relies on the validity of every method in the program and is as follows:

Definition 4.2.1 (Validity of programs)
A program P, is valid if every method declared in a class in P, is valid w.r.t. its specification.

Method validity w.r.t. method specifications Assuming that the specification of the method m
consists of the precondition ® and the postcondition ¥ (i.e., I'(m,®, ¥)), we say that m is valid w.r.t. its
specification if the execution of the method in a state satisfying the precondition leads to a value satisfying
the postcondition. This is formally stated in the following definition:

Definition 4.2.2 (Validity of methods)

e Method validity for JAVAp
= T(m, @, ¥) ¥
Vhrovo b [myr v h] s (v, h') A ({this— r arg — v}, h) E® =
({this — 7, arg — v}, h), (M, v) ¥

e Method validity for JVMeo

= T(m,®,0) &
Vhr oo B.(1,{this— r, arg — v}, nil, h) Jm (v, 1) A ({this— r,arg — v}, h) E @ =
({this — 7, arg — v}, h), (K, v) = ¥

-

Method validity in the presence of virtual method calls In the presence of method overriding, it
is not clear at compile time which of the methods will be executed, the overridden method or which of
its overriding methods. This depends on the dynamic type of the receiver object which in general cannot
be determined statically. This implies that an overriding method m; may be executed whenever their is a
static call to method mo overriden by m;. Intuitively, we would expect that m; may be executed under the
same conditions as mg, and that mg must provide the same guarantees as the overridden method my; this
property is called behavioral subtyping [20]. This is formally stated in the following definition:

Definition 4.2.3 (Behavioral subtyping validity of methods)

Let my be a method declared in class Co such that Cy is an ancestor class of Co in the program P,.
Moreover, let mg override method my. If the specifications of me and my are I'(mg, @9, ¥y) and I'(my, &1, ¥y),
respectively, then we say that method mo is a behavioral subtype of my if the following two conditions hold:

1. ¥po ho, (po, ko) = @1 = (po, ho) = P2
2. ¥po ho h v, (po, ho) = ®1 = (po, ko), (h,v) = Vo = (po, ho), (h,v) = ¥

A first option to statically ensure this property is to look for all the possible methods that can be
actually executed at a method call (find all the methods that are overriding the method) and check if their
specifications respect the respective pre- and postcondition of the method call. But this is a non-modular
solution, as the whole program should be re-verified every time the program is extended with a new subclass.
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T(m,&,0) meC
r'(m,®,¥) meC
Superclass(C,C’) overrides(m’, m)
P’ = & € VCbsp(T)

I(m, & ¥) meC
(m’, @ ¥)m’ e C’
Superclass(C,C’) overrides(m’, m)

U = ¥ € VCbsp(I)

Figure 4.3: CONDITIONS FOR ENFORCING BEHAVIORAL SUBTYPING IN JAVA(

Another possibility is to use specification inheritance [13] which provides a modular and sound reasoning
in the presence of virtual method calls. This solution is also adopted in JML [37]. The technique consists
in synthesizing method specifications from its proper specification (e.g., provided by the developer) and
the specifications of the methods it overrides. In particular, the synthesized method precondition is the
disjunction of its specified precondition and the preconditions of its overridden methods. The postcondition
of a method states that if its specified precondition holds in the initial state then its specified postcondition
holds in the final state and similarly for the specified pre- and postcondition of every overridden method.
Such synthesized specifications meet the condition of behavioral subtyping without the need of additional
verification conditions but however may lead to prove large specifications against which a method should be
verified if the chain of overriding methods is long.

Here, we shall adopt another approach of enforcing behavioral subtyping as shown in Fig. for the
specification table I' of program P,, we require that for every overriding method in a class C there is a
co- and contravariance relation between its pre- and postcondition and the pre- and postcondition of the
overridden method in the direct super class C' of Cfor which we use the notation Superclass(C, C'). This is
sufficient to establish that a method in the presence of virtual calls is a correct behavioral subtype of the
methods it overrides by transitivity of the logical implication. This technical is used at source and bytecode
level.

At source level and at bytecode level the verification conditions of a program are split in two parts:

e A first part to ensure behavior subtyping checker
VCbsp(I")
This part is common to the source and bytecode level
e A second to check that the implementation of each method satisfies its specification.

Since the part of the verification conditions ensuring the behavior subtyping is common to the two
language level, our goal is now to show the preservation of proof obligations of the second part.

4.2.2 Verification condition generator for JAVA,
Program specification for JAVA» programs

The specification language for JAVAp is an extension of the one of JAVAg but it take into account heap
expressions.

Definition 4.2.4 (Propositions language of JAVA(p)
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The set of propositions is defined as follows:

n= res|Z|x|v|c|eope| H(ef)
H{ef—¢e}|h|h|h

= ecmpe

w= {|~P|PAP|PVP|P=P

| VYov.P|Vh.P|New(H,C)=(h,v)

logical expressions
heap expressions
logical tests
Propositions

hU o~ m ol
i

In the new constructs for expressions, v are variables which are bind by a for all expression and H (e.f)
stand for the value of the field f associated to the expression e in the heap H. Heap expressions are either a
heap variable (bind by a for all), or the special variable h representing the initial heap (at the beginning of
the evaluation of the method or the special variable h representing the current heap or H{e;.f — e} which
stand for the heap H where the field f of the expression e; has been updated with the value e». Proposition
are also extended with two for all expressions, one for quantifying over values and the other over heaps.
Thus, we introduce a special predicate New(H, C) = (h, v) which means that the variable h represents the
heap resulting of a new allocation of a object of class C' in the heap H and v is a reference to the newly
allocated object.

We also introduce special logical variables, which, as we shall see later, are abstractions for expression
values. Those variables are taken from a set £V which is disjoint from the set of the program variables. To
give an intuition about £V, an assertion may mention a logical variable if it refers to intermediate states
of expression evaluation. Thus, method pre- and postconditions must not contain such logical variables.
Actually, as we shall see later, those variables will appear only in the intermediate calculations of the
verification condition generator.

Validity of assertions is defined in a similar way as in the previous section, but it is now parametrised
by four components, the initial local and global memory and the current local and global memories:

Definition 4.2.5 (Validity of pre- and postconditions)

o An initial state (pg, ho) satisfies a precondition ® if the interpretation of ® in this state holds:

(o, h) =@ EF {F b po(z), ho}

o An initial state (po, ho) and a current state (p, h) satisfy the proposition v if the interpretation of 1
in these states holds:

def - = - ~
(pOa hO)a (P» h) ‘:l_ ¢ = w{xahaxah — pO(x)ah07p($)’h}

o An initial state (po, ho), a final memory h and a final value v satisfy the postcondition 1) if the
interpretation of ¢ in these states and for this value holds:

def - = -
(p07 h0)7 (h7 U) ': 1/} =F ¢{f7 h h,res— p0($)7 ho, h, U}

Verification condition generator for JAVAp

Fig. shows the rules for generating verification conditions for JAVA». Now that evaluation of expressions
may change the program state (e.g., instance creation expression and method invocation), the verification
condition generator becomes more complex.

First, we define the weakest precondition wpp (e, 1), of an expression e to ensure a postcondition i the
variable v as to be understand as a binder which links the value of the expression e in . If the expression
e is the variable z the weakest precondition is ¥{v — x}. If it is a binary operation then the WP is a
composition of the WP of the two expressions, the order of the composition is important due to the possible
side effect of expressions. For method invocation, the WP lookup in the method specification table the
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Wpo (2, ¥)y = {v > z} wpo (¢, P)y = P{v = ¢}

wpo(er op ez, 1)y = wpo (€2, wpo (€1, Y{v — v1 0p v2})v,)v,

I(m,®, V)
&1 := ®{this, arg, h > vy, 1, h}
& =& AVh 1. (& A U{this,arg, h, h,res — vy, v, h, h,r}) = Y{h, v+ h,r}
¢ := wpp (€1, Wpo (€2, §2) vy )y
wpo(er-m(ez),¥)y = ¢

¢ == wpp(e1, Y{v = h(vi.f)})y
Wp(’)(el'ﬁw)v = ¢

wpp(new C, 1), = Vh r.New(h,C) = (h,r) = ¢{h,v — h,r}

¢ := wpp(e1, wpp (e, P{h = hi{vif = v}})u, )y
wpp (e1.f := ez, 1Y) = (4, 0)

F(m7(I)7\II) Wp(’)(bOdy(m)>\P) = ¢>9
VCgenp(m) = {® = ¢} U0

VCc(C,T") = UmecVCgenp(m)

Figure 4.4: WEAKEST PRECONDITION FOR THE EXTENSIONS IN JAVAp

specification associated to the method m in the class C (the static type of the expression e;), and use it to
build the precondition of the call. The heap after the call and the result are universally quantified.

Second, we define the weakest precondition for instruction wpy(i, ), as for JAVAg the result is a
precondition for the instruction i and a set of side conditions. The rule for field assignment states that the
postcondition 1 must hold in the post-state of the field assignment, i.e. after the evaluation of e; and ey for
their values v; and vy.

The verification conditions for a method implementation VCgeny(m) is computed using the specifica-
tion given by I' and weakest precondition of the method body. Those verification conditions for method
implementations are then used to compute the set of verification condition of a class VCc(C,T').

The verification conditions for a program P, with a specification table I'" express that P, is correct if
every method in every class in P, is correct w.r.t. I' and verify the behavior subtyping condition.

Definition 4.2.6 (Verification conditions for JAVAp)
o The verification conditions of the method implementations of a program are defined as:

VCpp(P,o,I") = Ucep, VCc(C,T)

e The verification conditions of a program are:

VCpo(Po, T') U VCbso(T)
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The soundness statement of the verification condition generator VCgen, is expressed as follows:

Theorem 4.2.7 (Soundness of the verification condition generator for JAVAp)
Let P, be a JAVAp program provided with its specification table T'. If the following conditions hold:

1. the verification conditions over methods are valid, i.e., = VCpp(P,,T)
2. overriding methods are proper behavioral subtypes, i.e., = VCbsp(T')

then P, is valid in the sense of Definition

4.2.3 Verification conditions generator for JVM

Like in the source case, a JVMp program P, is specified with a global specification table I', where I'(m, &, ¥)
means that the precondition and postcondition for method m are ® and W, respectively. We also need a
local specification table A containing the local invariants of each methods. This local table can be see as a
map associating to each method a JVMp annotation table, i.e. An(k) = I means that the program point
at position k in the bytecode sequence corresponding to the method m is annotated with the invariant I,
whereas Ay (k) = L means that the program point k£ in m is not annotated.

As for JAVAg and JVMgp, the specification language of JAVA» is extended to allows stack expressions.

Definition 4.2.8 (Specification language of JVMp)
The set of propositions is defined by:

stack expressions 05 = os|e: 05 |tF o5
logical expressions res|Z|xz|v|c|eope| H(ef)| os[k|
heap expressions H{efrse}|h|h|h
logical tests e cmp e
Propositions w= ¢|-P|PANP|PVP|P=P
|  Ywv. P |Vh.P|New(H,C)=(h,v)

hU o~ m ol
i

Verification condition generator for JVMp

The verification condition generator for the object-oriented instructions is given in Fig. The generation
of verification conditions is based on the predicate transformer function wp". Let us look at some of the
rules in more detail. The rule for the method invocation generates a precondition for the instruction which
expresses the following: in the prestate, the precondition of the invoked method must hold, where the value
of the argument is initialized with the top stack element and the receiver object this is initialized with the
second stack top element. The postcondition of the method must imply the precondition of the successor
instruction (calculated by wp]") for any return value and where the receiver object and the argument are
initialized with the values from the operand stack.

As for JAVA», the set of verification conditions of a bytecode program is the union of the verification
condition due to the behavior subtyping and to the verification conditions of each classes of the program.

Definition 4.2.9 (Verification conditions of a bytecode program)
o The verification conditions of the method implementations of a bytecode program are defined as:

VCp%(P,,T) = Ucep, VCc%(C,T)

e The verification conditions of a bytecode program are:

VCp%(P,,T') U VCbsp (T)
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Pr|k] = invoke m’ I'(m', ®,¥) wp'(k+1) =4
b= ®{this, arg, h — os[1], 0s[0], h}
¢ = & AVh r. & A U{this,atg, h, h, res — os[1],0s[0], h, h, r} = {h,0s — h,r ::}2 os}
wpi' (k) = ¢

Palk] = putfield f
wp™ (k) = wp"(k + 1){h, os — h{os[1].f — 0s[0]},1* os}

Palk] = getfield f
wp'(k) = wp'(k + 1){os — h(os[0Lf) i os]
Pulk]=new C  wp(k+1)=¢
wp™ (k) =Vh r. New(h,C) = (h,r) = ¢{h,0s — h,r :: 08}

Pr[k] = push ¢ Pr[k] = binop op
wpl' (k) = wp"(k + 1){os — c :: os} wp™ (k) = wpT(k + 1){os — (os[0] op os[1]) ::1* os}
Pnlk] = load z P[k] = store x
wp (k) = wp"(k + 1){os — z :: os} wp" (k) = wp]"(k + 1){os, z — 1 os, 0s[0] }

Pkl =if emp 1
(0s[0] cmp os[1] = wpP(k + 1){os — 1* os})
(—(0s[0] cmp os[1]) = wpT(1){os — 1% os})

TR GET R

Pnlk] =return I'(m, ®, V)
wp (k) = ¥{res — os[0] }

I'(m,®, )
VCgengs(m) = {¢ = wp' (k) | Am(k) = ¢} U {® = wp](1)}

VCc%(C,T) = UmecVCgenls(m)

Figure 4.5: VERIFICATION CONDITION GENERATOR FOR JVMg
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The soundness of the verification condition generator states that if the the verification conditions gener-
ated for a program are valid, then the program is valid in the sense of Definition [4.2.1

Theorem 4.2.10 (Soundness of the verification condition generator for JVMp)
Let P, be a JVMp program provided with a specification table I'. If the following conditions hold:

1. the verification conditions over methods are valid, i.e., - VCp?;(PO,P)
2. overriding methods are proper behavioral subtypes, i.e., = VCbsp(T')
then P, is valid in the sense of Definition [{.2.1]

The proof is similar to the case of JVMp the only new difficulty is the case of method invocation, where
we use the fact that the condition ensuring behavior subtyping are valid, and the property of the lookup
function which return a overriding method.

4.2.4 Relation between the verification calculi for JAVAy and JVMp

Similarly to the simple source and bytecode languages, the verification conditions for a JAVA» program
against a specification table I' and its compilation in JVMp against the same specification table extended
with the local annotation table containing the loop invariants, are syntactically equivalent under the assump-
tion that the local annotations (i.e. loop invariants) are compiled in a proper way. The formal statement
follows.

Theorem 4.2.11 (Equivalence between VCp,, and VCpl%
For all JAVAp program P, and annotation table I', its compilation version [P,] and its corresponding
annotation table annotation table I, the following holds:

VCpy(Po,T') = VCp& ([P,],I)

This theorem is sufficient to show the equality of the verification conditions, since the verification con-
dition of both program due to the behavior subtyping are by construction equals.

The proof of the theorem is similar to the case of JAVAg and JVMpg. The only difference is for the case
of the expressions, since the way of computing the WP at source level has really changed. To that end we
prove the following lemma:

Lemma 13 For all expression e compiled starting from position k, let j = k+|[e]| then for all postcondition
¥ and number z such that

Y{wy, — os[k]}r—o... = wpj"(j)

we have
wpo (k) (e, 1) wo {wr, = os[k — 1]}r=1... = wpj" (k)

4.3 Preservation of proof obligations for exceptions

4.3.1 Verification conditions for JAVA¢
Program specification for JAVA¢ programs

In order to characterize properly the normal and exceptional termination of programs, methods will be
provided with a normal and exceptional postcondition for every possible exception type on which method
execution may terminate. Thus, the specification tables are now extended with a new component: the
exceptional postcondition of each methods.

An exceptional postcondition is a postcondition where the special variable exc binds the value of the
raised expression, i.e. the exceptional reference. Since the semantics of a JAVA¢ program when an exception
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is raised depend of the dynamic type of the exception, the specification language should be able to express
this notion. Thus the syntax of proposition is extended with the following predicate: Which means that the
dynamic type of the expression € in the heap H is a subclass of C.

Thus, a program P, is provided with a specification table I' where for every method m in every class C,
I' returns the already seen elements of method specification - the precondition ® and the method normal
postcondition W. In addition, the specification table specifies for any exception type on which the method
may terminate, the property that must hold in such an exceptional termination. This is done via the
exceptional postcondition W.,.. The postcondition V.. specifies depending on the type of the thrown
exception object exc what is the respective property that must hold in the exceptional state, i.e. the W,
is of the form :

typeof(exc) = E; = 1A
typeof(exc) = Ey = 2/

We use the notation ¥.,.{E — 1} as an abbreviation of the following :
typeof(exc) < E; = ¢ A —(typeof(exc) <X Ey) = WU g

We write that the method signature m in class C is associated with the specification ®, ¥ and W.,. by
the specification table I" as follows I'(P., m, &, U, U,,.).

Program and method validity Program validity has still the same meaning as in the previous sections

Definition 4.3.1 (Validity of programs in JAVA¢) A program P. is valid if for every class C in P, and
for every method m declared in C, method m is valid in the sense of Def. [{.3.2

However, method validity should be adapted to the new operational semantics of the language. Given
a method m with a specification ® and ¥ (i.e. T'(Pe,m,®, ¥, U,,.)), we say that m is valid w.r.t. its
specification if a method starts execution in an initial local memory p and heap h, such that (p, h) E ® and
terminates normally execution leaving a heap A’ and returns a value v then the postcondition holds in the
final state (p, h),h’,v = ¥ . Moreover, if the method starts execution in state (p, h) such that (p, h) | ®
and method terminates execution exceptionally by throwing an exceptional object r with a heap A’ then
the exceptional postcondition holds in the final state (p, h),h’,r | Wepe. This is stated formally with the
following definition:

Definition 4.3.2 (Validity of methods in JAVA¢) In program P., a method m with specification ®, ¥, U ;.
is valid w.r.t. to this specification (notation = T'(Pe,m, &, U, W,,.)) if the following holds :

¥, h, I, [body(m), p, ] be (v, B') = p, b |= ® = p, b, b, v = UA
Vp, h, B, [body(m),p, h] lle (r, h') = p,h =@ = p,h, B, 1 |= Wepe

Verification condition generator for JAVA¢

The definition of the verification condition generator for JAVA¢ is shown in Fig. The predicate trans-
former function wpg now takes not only the normal postcondition 1 but also an exceptional postcondition
wemc-

Actually, only the rules for expressions and statements which may throw or handle exceptions change.
Thus, except the rules shown in the figure, the cases for the other language constructs remain the same as
in the previous sections.

In these settings, for method invocation there are three cases - in case the receiver of the object is not
null and the execution of the called method terminates normally, then the specified normal postcondition
of the invoked method implies the normal . In case that the receiver object is not null and the invocation
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of the method terminates exceptionally, the specified exceptional postcondition of the called method must
imply the exceptional postcondition of the invocation expression. Finally, if the receiver object is null, then
the exceptional postcondition of the invocation expression must hold.

The try catch rule first calculates the precondition for the catch statement. The resulting precondition
will update the exceptional postcondition .. for the exceptional type EType and upon the latter and the
normal postcondition the precondition for the try statement will be calculated.

The verification conditions for a method w.r.t. its specification - precondition, normal postcondition
and exceptional postcondition are the verification conditions over the method body and the formula which
states that the specified precondition of the method implies the weakest precondition of the method body.

Finally, the verification conditions for a program are generated via the function VCpg which depends on
EvcC and wpg and is defined in the following way:

VCpg(Pe,F) = Ucep, VCCg(C, F)

Theorem 4.3.3 (Soundness of the verification condition generator for JAVA¢) Let us have JAVA¢
program P, provided with specification table I'. If the following conditions hold :

1. the verification conditions over methods are valid, i.e. = VCpg(Pe,TI")
2. overriding methods are proper behavioral subtypes

then P. is valid in the sense of Definition

4.3.2 Verification conditions for JVM¢

The verification condition generator for the language is given in Fig. The generation of verification
conditions is based on the predicate transformers wpf and wpE® which are responsible for the normal
postcondition and exceptional postconditions respectively. While the transformer wp‘f works in a similar
way as the bytecode predicate transformers from the previous sections, the novel part here concerns wpE?.
The latter takes an index i of a bytecode instruction (we assume implicitly that the bytecode instructions
are in the body of method m) and reconstructs the list of all the exception handlers in whose domain 1 is.
The list of exception handlers excH consists of pairs - the index at which the exception handler starts and
the exception type that it manages. The first element in the list is the first element in the exception handler
table which may handle exceptions from i, the second is the second such exception handler etc, i.e. the
order in the list reflect which exception handler will be used to handle an exception thrown at index i. From
the list ezcH and the exceptional postcondition W, of m , wpE® constructs the exceptional postcondition.

The verification conditions for behavioral subtyping remain the same as in JAVAp. We are now ready
to state the soundness statement which is as follows:

Theorem 4.3.4 (Soundness of the verification condition generator for JVM¢) Let us have a JVMg¢
program P, provided with specification table I'. If the following conditions hold :

1. the verification conditions over methods are valid, i.e. = VCpgp(Pe,T")
2. overriding methods are proper behavioral subtypes, i.e. = VCbsg(T")

then P, is valid in the sense of Definition |{.53.1

4.3.3 Relation between the verification calculi for JAVAg and JVM¢

We shall establish few properties about the compiler which will play a role for the relation between the
verification calculi of JAVAg and JVM¢ programs. In particular, we will show that the compiler will
preserve the exception handlers, i.e. if a statement or expression in the source is protected by a particular
exception handler, then the compilation or statement is protected by the compilation of the corresponding
exception handler statement.
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The next lemma concerns compilation of expressions. Because our programming language introduces
exception handlers only via the try catch statement, this means that all the instructions resulting from an
expression compilation for any exception thrown must have the same exception handler.

Lemma 14 (Exception handler compilation for expressions ) For every expression e and initial com-
pilation index i the compiler returns the next free index j, the list of resulting bytecode instructions I and
the the exception handler function Handler, i.e. j : [i, e] = I,7,Handler such that :

Vk,VE i<k<j= Handler(k, E) = Handler(j, F)

We shall turn now to the preservation of exception handlers in compilation of statements. Consider a
try catch statement try{s;} catch (EType) {s2}. What happens there, is that every exception thrown by the
try statement of type or subtype of EType will transfer the control to the catch statement s,. Any other
exception E thrown by the try statement will be processed in the same way in which E will be processed if
thrown by the catch statement sy. Thus, the compilation of a try catch statement modifies the exception
handler function. On the other hand, from the fact that any other exception thrown by the try and catch
statement is handled in the same way, implies that the exception handlers for any exception thrown by the
last instructions in the compilation of the try and the catch substatements are the same.

Lemma 15 (Exception handler compilation for try catch statements) Suppose that the statement
s is of the form try{si} catch(EType){s2} and that its compilation starts at the initial index i and returns
the next free index j, the list of resulting bytecode instructions I and the resulting exception handler function
Handlery, i.e. [i,s] = I,j,Handler. More over, assume that the compilation of the substatement s; terminates
at index k, i.e. [i,s1] = I, k,-. Then we have that

e V E, -FE < EType = Handler(k — 1, F) = Handler(j — 1, F)
e VE, FE <EType= Handler(k—1,F)=Fk+1

In order to establish a similar property of the compiler for the rest of the statements of the language,
we introduce the notion of direct of substatement: a statement s’ is a direct substatement of s if s’ C s, i.e.
s’ is a substatement of s and there is no other substatement s”, such that s” C s and s’ C s”.

Lemma 16 (Exception handler compilation for statements not manipulating exceptions) Suppose
that the compilation of a non try catch statement s starts at the initial index © and the index j is the next free
istruction index after the compilation, I the list of resulting bytecode instructions and Handler the resulting
exception handler function, i.e. [i,s] = I,j,Handler. If s has a direct substatement s; whose compilation
starts at index r and terminates leaving the next free index k for some exception handler [r,s1]| = I, k, _ the
following holds

vV E, Handler(j — 1, E) = Handler(k — 1, E)

We are now ready to state the relation between the verification conditions for the structured language
JAVA¢ and the bytecode language JVMg. As in the cases considered in the previous sections, this relation is
a syntactic equivalence between the verification conditions of a JAVA¢ program and the bytecode program
produced by our compiler under the assumption bytecode that method specifications are the same and
annotations are compiled in a proper way as discussed in Section

Theorem 4.3.5 Equivalence between VCpg and VCpf%C Let us have the program P, and its compilation [P.]
and the annotation table I'. Then the following holds:

VCpg(Pe,T) = VCp¥ (P, T)

To prove that equivalence in the current settings, we will need several more auxiliary properties. First,
we must establish that the preconditions of a JAVA¢ expression and its compilation are the same provided
that that both the exceptional and normal postcondition are syntactically equivalent:
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Lemma 17 For the expression e and its compilation starting at inder s and terminating with index i, a
list of bytecode instructions I and exception handler Handler, i.e. [s, e] = I, i,Handler, the following holds:

e an assertion v and a natural number z such that Y{wg v+ st{k]}x=1._.{v — st[0]} = wpf ()

e an exceptional postcondition function V. such that 1 = wpE (i — 1)

then we have
ng(eaw, 7#e)v{"% = St[k]}kZL..z = Wp‘lg(s)

The proof is by induction over the expression structure. Actually the first case of the lemma coincides with
the reasoning that we have used in Lemma We shall now illustrate the proof for field access expressions.

e ¢;.f By definition the weakest precondition for this case is as follows :

Wp5(61~f7wa¢exc)v —
wpg(er, v1 # null = Y{v — h(v.f)}A
Vh r,v; = null = New(h, NullPntrExc) = (h, 1) = Yezc{h,exc — h, 7}, Yezc)n,

Remind that the compiler for field access expression is defined as follows:

[er.f] = s : [e1]; @ : getfield f, i+ 1

Looking at the definition of wp‘i€ for field access expressions in Fig we can apply a similar reason-
ing to Lemma and because of the hypothesis for the exceptional postcondition functions, we can
establish that

wp§ (i) =

(v1 # null = YA

Vh r,v; = null = New(h, NullPntrExc) = (h,r) =

Veze{h,exc — h, r}){v — h(v.f) H{wg — st[k]}r=1. .{v1 — st[0]}

In order, however, to apply the induction hypothesis over the expression e, we have to establish that
the bytecode exceptional postcondition wag(i — 1) for the instruction at index 7 — 1 is the same as
the source exception postcondition ... For this we use Lemma [14] for the compilation of exception
handlers, from which we can conclude that

Vk,VE s<k<i= Handler(k, E) = Handler, (i, E)

where k is the index at which the compilation starts and ¢ is the last index of the compilation of e;.f.
From this, the definition of wpE® and the initial hypothesis for exception postconditions we conclude
that

wexc = WpES(i - 1)
This allows us to apply the induction hypothesis over the subexpression e and this case is proved.
We need also to establish a lemma for preconditions of statements and their compilation.

Lemma 18 Suppose that for the statement stmt starting at index s the compiler returns the sequence of
instructions I, the next index k and the handler Handler, i.e. [s, stmt] = I, k,Handler. Assume that we have

e the annotation table A resulting from the annotation compilation in stmt

e an assertion Y such that 1 does not contain stack subexpressions and moreover Wp‘lg(k) =1
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o an exceptional postcondition e such that ez = wpES (k — 1)
then if wpg(stmt, 1)) = ¢, 0 then we have
e = wplg(s)

e for every proposition £ in 0, there exists an index i such that s < i < k and A(i) = A such that
£ = A= wpf(i)

The proof is by induction over the statement structure. We sketch the first part of the proof for
compositional and try catch statement. The second part follows directly by structural induction.

e i1;iy The weakest precondition for the compositional statement in the presence of exception is as
follows:

ng(iﬁ i27 ¢7 wezc> = (¢, 01 U 92), where
ng(il, W, we:rc) = ¢7 ‘91
ng(i% 1% wexc) = wl, 92

and the compilation is as shown in the previous Section Fig.
[s:i1;ie] = [a];r: [], k
We can apply the induction hypothesis over statement i, and get that
Y’ = wpf(r)

We can establish that
Veze = wag(r -1)

using the Lemma from the previous subsection and the definition of wpE? in Fig. We can thus
apply the induction hypothesis over 4, 1)’ and 1. and establish the case for compositional statements.

o try{i;} catch (EType) {i2} The weakest precondition function for the try catch statement was defined
as follows:

wpg (try{i1} catch (EType) {i2}, ¥, Vezc) = (¢,01 U 62), where
Wpf,'(ila ¢7 7/’ea:c{EType — 1/}/}) = ¢7 01
ng(iQa 77[)) wexc) = d)/) 92

Let us also remind the try catch statement compilation:
[try{i1} catch (EType) {ia}] = (s : [a]; ! : goto k; I+ 1: [iz]; k :, Handler)
We can apply the induction hypothesis over the catch statement iy and its compilation and obtain

W =wpf(l+1)

From the initial hypothesis and the definition of the Wpf for goto instruction, we obtain that:

In order to apply the induction hypothesis over the statement i1, we have also to establish that for
every exception E the bytecode exceptional postcondition function wpE® returns the same predicate
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for instruction at index [ — 1 as the source exceptional postcondition function t.,.{exc, EType — ¢'}.
We can establish this using Lemma i.e. we have that:

Vese{EType — '} = wpEE (1 — 1)

We can apply the induction hypothesis for this case and thus, obtain that

wpg (i1, %, Yese {EType > ¥'}) = wp$ (s)

which allows us to conclude that the lemma holds in this case
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P(ma o, U, \I"emc) ¢ = ng(ela ng(€27 £, wezc)vywezc)vl
&1 = ®{this,arg — v, 12}

& :=Vh r,v # null = U{this,arg, h, h,res > vy, vo,h, h,r} = {h, v+ h,r}
€3 :=Vh r,v # null = U, {this,arg, h, h,exc — v, v, h, h,r} = ere{h > h}
&4 :=Yh r,v; = null = New(h, NullPntrExc) = (h, ) = tezc{h,exc — h, 1}

§ =N NEGANG
ng(el-m(QQ)awawexc)v =¢

&1 = v # null = Y{v — h(v.f)}
& :=Vh r,v; = null = New(h, NullPntrExc) = (h,7) = ez {h,exc — h,r}
ng(elyfl /\f%wexc)vl

r
=¢
ng(el'fa 1/17 ¢exc)v = ¢

& = #null = Y{h — h{v.f— w}}
& :=Vh r,v; = null = New(h, NullPntrExc) = (h,7) = ez {h,exc — h,r}
ng(elaWPg(e%gl A §Q7¢exc)v27¢exc)v1 = ¢
ng(el~f = 627¢7¢exc) = (va Q))

ng(i1a¢/awexc) = Qba ‘91 WPS(iQ’q/}v¢exc) = ¢/792
wWpg (15 %2, ¥, Yee) = (¢, 01 U )

ng(il, 7% wemc{EType — ¢/}) — ¢7 01 Wps(Zé, /IJZ)7 wexc) = 1/]/7 62
wpg (try{i1 } catch (EType) {ia}, ¥, Yeze) = (¢, 01 U 02)

&1 = v # null = Yege{exc— v}
& :=Vh r,v = null = New(h, NullPntrExc) = (h, ) = ¥ezc{h,exc — h,r}
ng(e)fl A 527¢exc)v — /lzb,
ng(tthW eaw)wexc) = (QZ),’@)

wpg (body(m), ¥, U,,.) = ¢, 0
VCgeng(m, @, ¥, U,y ) = {0 = ¢} U0

L(m, @, ¥, W)
VCce(C,T') = UmecVCgeng(m, @, ¥, U .)

Figure 4.6: WEAKEST PRECONDITION FOR THE EXTENSIONS IN JAVAg¢
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Pp,[i] = invoke m
D(m, @, ¥, W) E:=wpi(i+1)
¢ := ®{this, arg, h — st[1],st[0], h} A ¢y A Pec A deu
bn = st[1] # null = Vh r, U{this, arg, res,h, h s st[1],st[0], 7, h, A} = &{st,h > 7 1 st, h}
Gee :=Yh r,st[1] # null = W, {this, afg, h, h,exc — st[1],st[0],h, h, 7} = wpE® (i){h — h}
Gey :=Yh e,st[1] = null = New(H, NullPntrExc) = (h, ¢) = wpE (i){h,exc — h, e}
wp$ (i) = ¢

P,,[i] = throw
&1 := st[0] # null = ez {exc — st[0]}
€9 := Vh r,st[0] = null = New(h, NullPntrExc) = (h,r) = wpE® (i){h, exc — h, r}
wp (i) = & A &2

Pp,[i] = putfield f ¢ := wp¥ (i + 1)
€1 := st[1] # null = ¢{h, st — h{st[1].f > st[0]},1? st}
€9 :=Vh r,st[1] = null = New(H, NullPntrExc) = (h, ) = wpE® (i){h,exc — h,r}
wpf (i) = &1 A &

Py, [i] = getfield f ¢ := wp¥ (i + 1)
&1 :=st[1] # null = ¢{st — h(st[0].f) ::1 st}
€9 :=Vh r,st[1] = null = New(H,NullPntrExc) = (h, ) = wpE(i){h,exc — h,r}
wpi (i) = & A &

Handlers(i) = exzcH
Wore if excH = nil

E(s —
wpE® (i,1) = { wpEE (i, t){E — wpS (j)} if excH = (j, E)::t
wpE® (i) = &

T(m, &, ¥, V,,) body(m)=
VCgeng'(m, ®, W, W) = {3 = wpf (P[i]) | A(4) 1/1} U {® = wpf(P[0])}

L'(m,®, U, W)
VCc%(C,T) = UpnecVCgen%(m, @, ¥, U,.)

Figure 4.7: VERIFICATION CONDITION GENERATOR FOR JVMg¢
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Chapter 5

Proof-transforming compilation for
programs with abrupt termination

In the last chapters, we have seen how proofs can be produced in such a way that the transformation of them
is simple, using two VCGens that produce structurally the same verification conditions. Instead of using a
verification condition generator we now look at a way to transform proofs using a Hoare logic for source
and bytecode. In this case, the proof contains the full structure of the method bodies, which makes the
translation more complicated. Knowing that we can automatically transform proofs directly into a Hoare
proof on bytecode opens the possibility to use a proof-transforming compiler to directly prove properties on
the MOBIUS base logic.

If the source and target languages are close, the proof translation is still simple. However, if they
are not close and the compilation function is complex, the translation can be hard. For example, proof-
transformation from a subset of Java with try-catch, try-finally and break statements to Java bytecode
is difficult. Compiling these statements in isolation is simple, but the compilation of their interplay is not.
In the earlier chapters, we left away this difficulty of abrupt termination. Now we extend the language
subset to show interesting aspects of abrupt termination.

A try-finally statement is compiled using code duplication: the finally block is put after the try
block. If try-finally statements are used inside of a while loop, the compilation of break statements first
duplicates the finally blocks and then inserts a jump to the end of the loop. Furthermore, the generation of
exception tables is also harder. The code duplicated before the break may have exception handlers different
from those of the enclosing try block. Therefore, the exception table must be changed so that exceptions
are caught by the appropriate handlers. In this chapter, we present the first Proof-Transforming Compiler
that handles these complications.

Outline. The source language and its Hoare-style logic are introduced in Section We present the
bytecode language and its logic in Section[5.2] In Section[5.3] we define the proof transformation. Section[5.4
illustrates proof transformations by an example. Section states a soundness theorem.

5.1 Source language and logic

The source language we consider is similar to JAVA¢ (see Section. We leave away all language constructs
that would be simple to transform and add the additional statement break as well as the finally-clause
to deal with abrupt termination. Its definition is the following:

exp = literal | var | exp op exp

stm = x =exp | stm;stm | while (exp) stm | break; | if (exp) stm else stm

| try stm catch (type var) stm | try stm finally stm | throw exp ;
To avoid return statements, we assume that the return value of every method is assigned to a special

local variable named result (this is the only discordance with respect to Java). Moreover, we assume that
the expressions are side-effect-free and cannot throw exceptions.
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The subset of Java is small, but the combination of while, breaks, try-catch and try-finally state-
ments produces an interesting subset especially from the point of view of compilation. The code duplication
used by the compiler for try-finally statements increases the complexity of the compilation and translation
functions, specially the formalization and its soundness proof.

In our technical report [27], the source languages also includes object-oriented features such as cast, new,
read and write field, and method invocation. In this chapter, we only present the most interesting features.

5.1.1 Method and statement specifications

The logic is based on the programming logic introduced in [26], 34, 35]. We have modified it and proposed
new rules for while including break and exceptions, try-catch and try-finally. In [35], a special variable
X is used to capture the status of the program such as normal or exceptional status. This variable is not
necessary in the bytecode proof since non-linear control flow is implemented via jumps. To eliminate the
x variable, we use Hoare triples with two or three postconditions to encode the status of the program
execution. This simplifies not only the translation but also the presentation.

Properties of methods are expressed by Hoare triples of the form {P} T.m { @Q,, Q. } , where
P, Qn, Q. are first-order formulas and T.m is a method m declared in class T. The third component of
the triple consists of a normal postcondition (@), and an exceptional postcondition (@.). We call such a
triple method specification.

Properties of statements are specified by Hoare triples of the form {P} S {Qn, Qp, Qc} , where P, @,
Qp, Q. are first-order formulas and S is a statement. For statements, we have a normal postcondition (@),
a postcondition after the execution of a break (@), and an exceptional postcondition (Q.).

The triple {P} S {Q., @y, Q.} defines the following refined partial correctness property: if S’s
execution starts in a state satisfying P, then (1) S terminates normally in a state where @), holds, or S
executes a break statement and @, holds, or S throws an exception and @, holds, or (2) S aborts due
to errors or actions that are beyond the semantics of the programming language, e.g., memory allocation
problems, or (3) S runs forever.

5.1.2 Rules

Figure shows the rules for compositional, while, break, try-catch, and throw statements. In the
compositional statement, the statement s; is executed first. The statement so is executed if and only if s;
has terminated normally.

In the while rule, the execution of the statement s; can produce three results: either (1) s; terminates
normally and I holds, or (2) s; executes a break statement and @ holds, or (3) s; throws an exception and
R, holds. The postcondition of the while statement expresses that either the loop terminates normally and
(I A—e)V @ holds or throws an exception and R, holds. The break postcondition is false, because after
a break within the loop, execution continues normally after the loop.

The break rule sets the normal and exception postcondition to false and the break postcondition to P
due to the execution of a break statement.

In the try-catch rule, the execution of the statement s; can produce three different results: (1) s
terminates normally and @), holds or terminates with a break and @ holds. In these cases, the statement
so is not executed and the postcondition of the try-catch is the postcondition of s1; (2) s; throws an
exception and the exception is not caught. The statement s» is not executed and the try-catch finishes
in an exception mode. The postcondition is Q7 A 7T(excV) A T, where 7 yields the runtime type of an
object, excV is a variable that stores the current exception, and = denotes subtyping; (3) s; throws an
exception and the exception is caught. In the postcondition of s, Q. A 7(excV) =X T specifies that the
exception is caught. Finally, so is executed producing the postcondition. Note that the postcondition is not
only a normal postcondition: it also has to take into account that sy can throw an exception or can execute
a break.
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Similar to break, the throw rule modifies the postcondition P by updating the exception component of
the state with the just evaluated reference.

compositional
{P} $1 {anRbaRE}
{Qn} 52 {R’Vh va Re}
{P} 815 82 {RnbeaRe}

while
{e AT} s {1, Qp, Re}
{I} while (e) s1 {(({ A—e)V @), false,R.}
break

{P} break {false, P, false}
try-catch

{P} s1 {Qn, Qv, Q}
{Qile/excV]} s2 {Qn, Qp, Re}

{P} try s; catch (T e) sa {Qn, Qp, R}

where
Q=((Q N T(excV)ZAT)V(Q. N T(excV) =< T))
R=(R. vV (Q) N T(excV)AT))

throw

{Ple/excV]} throw e {false, false, P}

Figure 5.1: Rules for composition, while, break, try-catch, and throw.

To define the rule for try-finally, we have to treat a special case, illustrated through the example in
Figure [5.2

void foo () {
int b = 1;
while (true) {
try { throw new Exception(); }
finally { b++; break; }
}
b++;

}

Figure 5.2: The exception raised in the try block is not handled, yet the method terminates normally.

The exception thrown in the try block is never caught. However, the loop terminates normally due to
the execution of the break statement in the finally block. Thus, the value of b at the end of foo is 3.

If an exception occurs in a try block, it will be re-raised after the execution of the finally block. If
both the try and the finally block throw an exception, the latter takes precedence. The following table
summarizes the status of the program after the execution of the try-finally:
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finally
normal | break | excs

normal | normal | break | ezxcy
try | break break break | exco
excq excy break | exco

We use the fresh variable eTmp to store the exception occurred in s; because another exception might
be raised and caught in so. In this case, we still need to have access to the first exception of s; because this
exception is the result of that statement [35]. We use the fresh variable X Tmp to store the status of the
program after the execution of s;. The possible values of X Tmp are: normal, break, and exc. Depending on
the status after the execution of so, we need to propagate an exception or change the status of the program
to break. The rule is the following:

{P} S1 {Qna Qba Qe}
{Q} 52 {RleaR/e}
{P} try s finally s {R), ZaR/e}

where

(Qn AN X Tmp = normal) V (Qy AN X Tmp = break) V
Q= ( Qe [eTmp/excV] AN X Tmp = exc A eTmp = excV )

_ [ (B,
w=(

AN X Tmp = normal) V (R A X Tmp = break) V
’ AN X Tmp = exc)
Furthermore, the logic contains language-independent rules such as the rule of consequence (see [34]).

5.2 Bytecode language and logic

The JVM¢ instructions used to compile the source language are: push v, load z, store x, binop op, goto [,
and throw. We use an additional instruction iftrue [ which transfers control to the point [ if the topmost
element of the stack is true and unconditionally pops it. This instruction is not defined in JVMg but it is a
shortcut for the JVMg instruction sequence ‘push true; if = I’. As you can see, we assume that the bytecode
language has a type boolean in order to concentrate on abrupt termination.

The bytecode logic is a Hoare-style program logic which allows one to formally verify that implementations
satisfy interface specifications given as pre- and postconditions. We use the bytecode logic developed by
Bannwart and Miiller [4]. As part of Task 3.1, we have shown that the MOBIUS base logic covers the chosen
logic, that is, for each rule of the Bannwart-Miiller Logic an interpretation can be given that is derivable in
the MOBIUS base logic.

5.2.1 Method and Instruction Specifications

To make proof transformation feasible, it is essential that the source logic and the bytecode logic are similar
in their structure. In particular, they treat methods in the same way, they contain the same language-
independent rules, and triples have a similar meaning.

Analogously to the source logic, properties of methods are expressed by method specifications of the
form form {P} T.mp {Q,, Q.}. Properties of method bodies are expressed by Hoare triples of the form
{P} comp {Q}, where P, Q are first-order formulas and comp is a method body. The triple {P} comp
{Q} expresses the following refined partial correctness property: if the execution of comp starts in a state
satisfying P, then (1) comp terminates in a state where @ holds, or (2) comp aborts due to errors or actions
that are beyond the semantics of the programming language, or (3) comp runs forever.

The unstructured control flow of bytecode programs makes it difficult to handle instruction sequences,
because jumps can transfer control into and from the middle of a sequence. Therefore, the logic treats
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each instruction individually: each individual instruction I; in a method body p has a precondition F;. An
instruction with its precondition is called an instruction specification, written as {E;} [ : .

The meaning of an instruction specification {E;} [ : I; cannot be defined in isolation. {FE;} [ : I,
expresses that if the precondition E; holds when the program counter is at position [, the precondition Ej
of I;’s successor instruction I’; holds after normal termination of Ij.

5.2.2 Rules

All the rules for instructions, except for method calls, have the following form:
Ey = wpy (1)
Ak {El} l: [l

where wp;(ll) denotes the local weakest precondition of instruction I;. Such a rule specifies that the precon-
dition of I; has to imply the weakest precondition of I; with respect to all possible successor instructions of
I;. The definition of wpzl, is shown in Table

Within an assertion, the current stack is referred to as s and its elements are denoted by non-negative
integers: element 0 is the topmost element, etc. The interpretation [Ej] : State x Stack — Value for s is

[s(0)](S, (o,v)) =wv and
[s(i + DI(S, (0 v)) = [s(8)](5. )

The functions shift and unshift define the substitutions that occur when values are pushed onto and
popped from the stack, respectively:

shift(E) = E[s(i+1)/s(i) | Vi € N]
unshift = shift™"

I en)

push v unshift(Ej11[v/s(0
load unshift(Ej11]z/s(0
store x (shift(Eiq))[
binop op | (shift(Ei11))[s
goto I’ Ey

iftrue I’ | (=s(0) = shift(Ej41)) A (s(0) = shift(Ey))

S

Table 5.1: Definition of function wp;.

5.3 Proof Translation

Our proof-transforming compiler is based on two transformation functions, Vg and V g, for statements and
expressions, respectively. Both functions yield a sequence of bytecode instructions and their specification.
The Proof-Transforming Compiler takes a list of classes with their proofs and returns the bytecode classes
with their proofs.

The function V g generates a bytecode proof from a source expression and a precondition for its evaluation.
The function Vg generates a bytecode proof and an exception table from a source proof. These functions
are defined as a composition of the translations of its sub-trees. The signatures are the following:

Vi : Precondition x FExpression X Postcondition x  Label — BytecodeProof
Vs : ProofTree x Label x Label x Label x List|Finally] x  FEzcTable — [BytecodeProof x ExcTable]
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Type Typical use
Precondition U Postcondition P,Q.R, U,V
ProofTree (for source language only) | Ts,, Ts,, Tree;
ProofTree (for finally only) TF,
List[Finally] f
EzxceptionTable et;
FEzceptionTable (for finally only) et!
BytecodeProof Bg,, Bg,
InstrSpec bpushs -+ biftrue
Label Istarts tneat, loreak

by ley .y ly

Table 5.2: Naming conventions.

In Vg, the label is used as the starting label of the translation. ProofTree is a derivation in the source logic.
In Vg, the three labels are: (1) lsq¢ for the first label of the resulting bytecode; (2) et for the label after
the resulting bytecode; this is for instance used in the translation of an else branch to determine where to
jump at the end; (3) lpreqr for the jump target for break statements.

The BytecodeProof type is defined as a list of InstrSpec, where InstrSpec is an instruction specification.
The Finally type, used to translate finally statements, is defined as a tuple [ProofTree, ExzcTable]. Fur-
thermore, the Vg takes an exception table as parameter and produces an exception table. This is necessary
because the translation of break statements can lead to a modification of the exception table as described
above. (more details are presented in Section [5.3.3).

The FExzcTable type is defined as follows:

ExcTable := List|ExcTableEntry|
ExzcTableEntry := [Label, Label, Label, Type]

In the ExcTableEntry type, the first label is the starting label of the exception line, the second denotes the
ending label, and the third is the target label. An exception of type Ty thrown at line [ is caught by the
exception entry [lstart, lendslarg, T2) if and only if [y < 1 < leng and Ty < Ty. Control is then transferred
to ltarg-

In the following, we present the proof translation for compositional rule, while, try-finally, and break.
Table comprises the naming conventions we use in the rest of this chapter.

5.3.1 Compositional Statement

Let Ts, and Tg, be the following proof trees:

Te = Treey
TP} 51 {Qu, Ry, Re}
T = Treey
%= "{Qu} s {Rn Ry R}
T T
Ts1,50 = : :

{P} s1;50 {Rn, Ry, Rc}

In the translation of Tg,, the label [, is the start label of the translation of sa, say [,. The translation
of Tg, uses the exception table produced by the translation of Tyg,, et;. The translation of Tg;.g0 yields
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the concatenation of the bytecode proofs for the sub-statements and the exception table produced by the
translation of T,.

Let [Bg,, et1] and [Bs,, et2] be of type [BytecodeProof , ExcTable]:

[BSU etl} = VS' (T517 lstarta lb7 lbreak>f7 Et)
[BSQ; 6752} - VS (TSQ7 lba lne$t7 lbreakafy 6t1)

The translation is defined as follows:

VS( TSl;327 Istarts lneat s lbreakufv €t) = [BS1 + BSz ) et?]

The bytecode for s; establishes @,, which is the precondition of the first instruction of the bytecode for
s3. Therefore, the concatenation Bg, + Bg, produces a sequence of valid instruction specifications. We will
formalize soundness in Section [5.5

5.3.2 While Statement

Let Ts, and Tynie be the following proof trees:

Treey
{6 A I} S1 {IvQIMRe}

Ts,
{I} while (e) s1 {({ A—e)V Qs,false,R.}

Ts, =

Twhile =

In this translation, first the loop expression is evaluated at [.. If it is true, control is transferred to [, the
start label of the loop body. In the translation of T ing, the start label and next labels are [, and [.. The
break label is the end of the loop (lest). Furthermore, the finally list is set to (), because a break inside the
loop jumps to the end of the loop without executing any finally blocks.

Let bgoto and bigrue be instruction specifications and Bg, and B, be bytecode proofs:

bgoto = {I} s :goto I
[Bs,seti] = Vs (Tsy, by le, lneat, 0, et)
B. Ve (I, e (shift(I) A s(0)=ce), I )
bifrue = {shift(I) N s(0) =e} lq: iftrue I

The definition of the translation is the following:

VS (Twhilea lstarty lnexh lbrealm f7 et) = [ bgoto + BSl + Be + biftrue 5 ety ]

The instruction bgeto establishes I, which is the precondition of the successor instruction (the first instruction
of B.). B, establishes shift(I) A s(0) = e because the evaluation of the expression pushes the result on
top of the stack. This postcondition implies the precondition of the successor instruction birue. Diftrue
establishes the preconditions of both possible successor instructions, namely e A I for the successor [, (the
first instruction of Bg,), and I A —e for l ;. Finally, Bg, establishes I, which implies the precondition of
its successor Be, (I A —e)V Q. Therefore, the produced bytecode proof is valid.

5.3.3 Try-Finally Statement

Sun’s newer Java compilers translate try-finally statements using code duplication. Consider the following
example:
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while (i < 20) {

try {
try {
try { ... break; . }
catch (Exceptlon e) {i=9;}
}

finally { throw new Exception(); }

}

catch (Exception e) { i = 99; }

The finally body is duplicated before the break. But the exception thrown in the finally bock must be
caught by the outer try-catch. To achieve that, the compiler creates, in the following order, exception lines
for the outer try-catch, for the try-finally, and for the inner try-catch. When the compiler reaches the
break, it divides the exception entry of the inner try-catch and try-finally into two parts so that the
exception is caught by the outer try-finally. To be able to divide the exception table the compiler needs
to compare the exception entries. This is why our Finally type consists of a proof tree (for the duplicated
code) and an exception table. Note that we have a list of Finally to handle nested try-finally statements.

Let Ts,, Ts, and Try—finaiy be the following proof trees:

To — Treey

S p—

' {P} 81 {Qna Qba Qe}
Tree

Ts, = 2

{Q} 2 {R, R}, R}

Ts, T,
{P} try s finally s, {R;,R},R.}

Ttry —finally =

where

_ o (Qu ANXTmp = normal) V (Qy N X Tmp = break) V
Q= ( QeleTmp/excV] A XTmp = exc A eTmp = excV )
(R,
R=
(

AN XTmp = normal) V (R, AN X Tmp = break) V
’ A X Tmp = exc) )

In this translation, the bytecode for s; is followed by the bytecode for sy. In the translation of Tg,, the
finally block is added to the finally-list f with T's,’s source proof tree and its associated exception table.
The corresponding exception table is retrieved using the function getFxcLines : Label x Label x ExcTable —
EzcTable. Given two labels and an exception table et, getExcLines returns, per every exception type in et,
the first et’s exception entry (if any) for which the interval made by the starting and ending labels includes
the two given labels. Furthermore, a new exception entry, for the finally block, is added to the exception
table et. Then, the bytecode proof for the case when s; throws an exception is created. The exception table
of this translation is produced by the predecessor translations.

Let et’, et” be the following exception tables:

ety = et + [lstart7 lb; lda le/}
et' = getExcLines(ly, Iy, ety)
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Let bgoto, bstores bioads and beprow be instructions specifications and Bg,, Bg,, and BL’gQ be bytecode proofs:

[leaet2] = VS (TSU lstarta lb7 lbreaka [TSQ 76t/] +f7 etl)
[BSQ’etS] = VS (T527 lbv lca lbreak) fv etQ)

bgoto = {Qn} lo : g0to lnext
shift(Qe) A

bstore = excV # null lg : store eTmp
A s(0) = excV

[Bsy, eta] = Vs (Tsy, ey I, lorears £ ets)
bioad = { Q, VvV Q VvV Q. } Iy : load eTmp

/ \/ !/ \/ !/
bthrow = (Qn Qb QE) lg : throw
A s(0) = eTmp

The translation is defined as follows:
VS ( Ttry—ﬁnally> lstarta lnezta lbreaka fa Et) = [ le + BSQ + bgoto + bstore + BSé + bload + bthrow , ety ]

It is easy to see that the instruction specifications bgoto, bstore, Dioad, and benrow are valid (by applying the
definition of the weakest precondition). However, the argument for the translation of T's, and T, is more
complex. Basically, the result is a valid proof because the proof tree inserted in f for the translation of
Tg, is a valid proof and the postcondition of each finally block implies the precondition of the next one.
Furthermore, for normal execution, the postcondition of Bg, (@Q,) implies the precondition of Bg, (Q).

5.3.4 Break Statement

To specify the rules for break, we use the following recursive function: divide: ExcTable x ExcTableEntry
X Label x Label — FxcTable. Its definition assumes that the exception entry is in the given exception table
and the two given labels are in the interval made by the exception entry’s starting and ending labels. Given
an exception entry y and two labels Iy and [., divide compares every exception entry, say z, of the given
exception table to y. If the interval defined by z’s starting and ending labels is included in the interval
defined by y’s starting and ending labels, then = must be divided to have the appropriate behavior of the
exceptions. Thus, the first and the last interval of the three intervals defined by 2’s starting and ending
labels, I;, and . are returned, and the procedure is continued for the next exception entry. If z and y
are equal, then recursion stops as divide reached the expected entry. The formal definition of divide is the
following:

divide : ExcTable x FxcTableEntry x Label X Label — FExcTable
divide : ([ ], €/, 1s,1.) = €]
divide : (e : et, €, ls, 1) =
[ lstarts lsy larg, T1 ] + [ le, lends larg, Th ]+ divide(et, €', l5,l.) ifeCe N e#e
le:et ife=¢
| e : divide(et, €', ls,le) otherwise
where

_ r— Iy / /
€= [lstarta lenda ltarga Tl] and e’ = [lstarta lenda ltarg? TZ]

C : ExcTableEntry x FExcTableEntry — Boolean

c: ([lstm“ta lend7 ltarga Tl]a [l;tarta lénda léarg) T2]) =
| true if (I, <) A (I, > lend)

S
| false otherwise
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When a break statement is encountered, the proof tree of every finally block the break has to execute
upon exiting the loop is translated. Then, control is transferred to the end of the loop using the label I eqr .
Let f;i = [TF,, et]] denote the i-th element of the list f, where

Tree;
{U} s {V}

and U’ and V' have the following form, which corresponds to the Hoare rule for try-finally (see Sec-

tion :

Ty,

A X Tmp = normal) V
Ui = A X Tmp = break) V
- UlleTmp/excV] N X Tmp = exc A
< eTmp = excV )

(U,
(U

(V" A X Tmp = normal) V
Vi= (V{" A XTmp = break) V , Vi Ve
(VI8 N XTmp = exc)

Let Bp; be a BytecodeProof for Tg; such that

TF“ lstart-‘,—ia lStaTt+i+17 lbmfi—l—l--'fky )

[Br,, etiy1] = Vg )
i d“”de(etia etz{ [0]7 lstart—i—iv lstart+i+1)

bgoto = {Bég} lstart+k+1 : goto lpr

The definition of the translation is the following:

v ’lsa’l‘7lne‘7;,l7~’ 5
S( {P} break {false, P, false} tart ts lors f €t0>

= [ Br, + BF2 + "'BFk + bgotoa etk]

To argue that the bytecode proof is valid, we have to show that the postcondition of Bp, implies the
precondition of B, , and that the translation of every block is valid. This is the case because the source
rule requires the break-postcondition of s; to imply the normal precondition of ss.

The exception table has two important properties that hold during the translation. The first one (Lemma
1)) states that the exception entries, whose starting labels appear after the last label generated by the
translation, are kept unchanged. The second one (Lemma expresses that the exception entry is not
changed by the division. These properties are used to prove soundness of the translation.

Lemma 1 If Vs{Pn} s {Q}, lay lo+1, lrear, [, €t) = [(L,.--1},), et'] and lsyary < 1y < Uy < leng then for
every ls, le € Label such that Iy < ls < lo < leng and for every T € Type such that T < ThrowableV T = any,
the following holds: et(lsiart, lena, T] = et'[ls, le, T.

Lemma 2 Let r € ExcTableEntry and et’ € ExcTable be such that r € et’. If et € ExcTable and I, 1, €
Label are such that et = divide(et’,r,ls,1.), then et[ls,l., T| = r[2]

5.4 Example

Figure [5.3| exemplifies the translation. The source proof of the example in Figure [5.2] is presented on the
left-hand side and the corresponding bytecode proof on the right. An exception is thrown in the try block
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with precondition b6 = 1. The finally block increases b and then executes a break changing the status
of the program to break mode (the postcondition is b = 2). In the bytecode proof, the body of the loop is
between lines 09 and 18. Lines 17 and 18 re-throw the exception produced at line 10. Due to the execution of
a break instruction, the code from 17 to 18 is not reachable (this is the reason for their false precondition).
The break translation yields at line 16 a goto instruction whose target is the end of the loop, i.e., line 23.

void foo () {
ini‘:cr{)le—}l { true } 00 : push 1
{b=1 f’alse false } {s(0) = 1} 01 : store b
while ({:rue) {7 {6 =1} 02 : goto 20 .
{ b =1, false, false } {6 =1} 09 : new Exception
ery { 7 {v =1} 10 : throw
ry{{ b =1, false, false } {bo = 1AexcV #null A 5(0) = excV} 11: store eTmp
throw n’ew Exce,ption()' {6 =1 A elTmp = excV} 12 : push 1
{ false, false, b = 1’} {b =11 s(0) =1} 13 : load b
7 T {o=1ns(1) =1Ans0) = b} 14 : binop +
iinall { {b = 1A 50 =b+1} 15 : store b
{ % =1 AXtmp = exc } {b = 2} 16 : goto 23
b = b+1: P { false } 17 : load eTmp
{ b =2 AXtmp = exc, false, { false } 18 throw
fal {o =1} 20 : push true
brez;e ) {b = 1 A 5(0) = true } 21 : iftrue 04
7 — _ {6 =2} 23 : push 1
{ iais& b= 2 ARtmp = exe {b =2 A s(0)=1} 24 : load b
} wiee ) {o =2As(1)=1A s(0)=0} 25 : binop +
{ false, b = 2, false } {b =21 s0)=1+0b} 26 : store b
{ b = 2, false, false } Ezxception Table
b —_b—i—’l' 7 From to target type
{ b =3, false, false } 0 7 10 any
¥

Figure 5.3: Example of source and bytecode proofs generated by the Proof-Transforming Compiler.

5.5 Soundness Theorem

In a Proof-Carrying Code environment, a soundness proof is required only for the trusted components. PTCs
are not part of the trusted code base: If the Proof-Transforming Compiler generates an invalid proof, the
proof checker would reject it. But from the point of view of the code producer, we would like to have a
compiler that always generates valid proofs. Otherwise, it would be useless.

We prove the soundness of the translations, i.e., the translation produces valid bytecode proofs. It
is, however, not enough to prove that the translation produces a valid proof, because the compiler could
generate bytecode proofs where every precondition is false. The theorem states that if (1) we have a valid
source proof for the statement s;, and (2) we have a proof translation from the source proof that produces
the instructions I .1y, ,, their respective preconditions £ B, ,, and the exception table et, and (3)
the exceptional postcondition in the source logic implies the precondition at the target label stored in the
exception table for all types T such that T" < Throwable V T = any but considering the value stored in the
stack of the bytecode, and (4) the normal postcondition in the source logic implies the next precondition of the
last generated instruction (if the last generated instruction is the last instruction of the method, we use the
normal postcondition in the source logic), (5) the break postcondition implies finallyProperties. Basically,
the finallyProperties express that for every triple stored in f, the triple holds and the break postcondition

start * start **
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of the triple implies the break precondition of the next triple. And the exceptional postcondition implies
the precondition at the target label stored in the exception table et; but considering the value stored in the
stack of the bytecode. Then, we have to prove that every bytecode specification holds (- {E;} ;).

In the soundness theorem, we use the following abbreviation: for an exception table et, two labels Iy, [y,
and a type T, et[l,, Iy, T| returns the target label of the first et’s exception entry whose starting and ending
labels are less or equal and greater or equal than [, and [, respectively, and whose type is a supertype of
T.

Here, we present the theorem without the details of the properties satisfied by the finally function f.
The proof runs by induction on the structure of the derivation tree for {P} s; {@n, Qp, Qc}. The proof and
the complete theorem can be found in our technical report [27].

Theorem 1

Tree
- =T
(P} 51 {Qu Q0. Q2) s A

[(Ligtare -+ D1na)s €] = Vs (Tsys lstarts lend+1 loreak f+ €t) A
(V T : Type : (T 2 Throwable V T = any) : (Qc A excV # null A 5(0) = excV) = Eepin i, 7)) N

( QTL = Elend+1 ) /\
(Qy = finallyProperties)

=

VI € lstart lend c {El} Il
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Chapter 6

Implementation issues

6.1 Architecture refinement

6.1.1 Mobius PVE

The MOBIUS PVE is the tool that will host the proof-transforming compiler components. It is based upon
Eclipse [15], a development environment for Java. One of the recent additions made to this environment was
the ability to brand applications out of it, creating specific rich client platforms. The source VCGen will be
based upon some already existing components of MOBIUS PVE:

e ESC/Java2 and, in particular, its source to AST compiler, JavaFE, and its multi-prover back-end
[16, 10} [17]

e Bico, a Java to Bicolano translator [24]

e Eclipse and ProverEditor, the multi-prover editor of the MOBIUS PVE, which are both end-user com-
ponents [36]

ESC/Java2 ESC/Java2 is a mature extended static checker for Java and JML. Its new version will be the
core component of the MOBIUS PVE. Two parts of it are interesting for the direct VCGen to work, first the
parser, and second the multi-prover output.

Right now, the parser is a specific Java and JML parser built on top of the JavaFE parser, which is
one of the ESC/Java2 components that should be changed in the final version of the MOBIUS PVE. This
component generates an AST that can be visited using a visitor pattern. The visitor pattern that should
be used is generic enough to be applied to another AST once the parser will be changed in a near future.

ESC/Java2 provides a new AST to express first order logic formulas. The formulas are typed, which is
important for the generation of Coq verification conditions.

Bico Bico is a translator from Java bytecode to Bicolano’s Coq version of Java bytecode. It is used to
translate the bytecode to Bicolano instructions. For the direct bytecode VCGen, Bico generates towards a
map implementation of Bicolano’s axiomatisation.

Bico generates mainly two groups of files: the class translation files and the summary files, which will
be used by the direct VCGen. The class translation files have names prefixed by the name of the class and
contain the Bicolano class name, as well as the field and method signatures, and the interesting part for the
methods: the methods’ body. The summary files gather all the types (the class and interface name), the
method and field signatures and the body, into an accessible list that should be used further on.

Environment The direct VCGen is included as a component in the MOBIUS PVE. It is included inside of
Eclipse, which enables it to use some Eclipse facilities: it is project targeted and it generates the file to a
designated project directory. There will be soon a GUI component to easily view the verification conditions
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status (it should be a generic one compatible with ESC/Java2). The classpath is handled as well by Eclipse,
and it is done in a uniform way for the different tools (ESC/Java2, Bico and the direct VCGen).

More specifically, the MOBIUS PVE already contains some components to edit Coq files with the MOBIUS
PVE component ProverEditor. This component is a lightweight multi-prover editor for Eclipse. It was
previously used in Jack [19) 5] to handle the user-interaction. This component will be useful especially for
case studies.

6.1.2 Concrete architecture of the direct VCGen

The core component which is developed for the proof-transforming compiled is the direct VCGen. It is called
direct because, as opposed to other approaches used in MOBIUS PVE, it does not use any intermediate
language to compute the weakest precondition of a program. The direct VCGen’s implementation is arranged
into two main parts, the verification condition generation for bytecode, which has been proven correct against
Bicolano semantic, and the VCGen for source code. The whole direct VCGen implementation takes JML
annotated source code as input and generates two verification conditions, one for source and the other for
bytecode. As described in Chapter [d] we arrange for the proofs of these VCs to be nearly identical.

ESC/Java 2

Source AST

First Order Logic
Verification
Conditions

Source Coq First Order Logic
Verification

Conditions

Guarded Commands
(ESC/Java 2 Core)

+
Annotations

+
JML

Mobius Direct VCGen

(Java) Source Direct VCGen

# JML to FOL Translator

(Java)
Source AST
+

First Order Logic

Coq

Bytecode Direct VCGen v
(Coq) Coq First Order Logic

Verification

Conditions

Bicolano Bytecode
+
Coq First Order Logic
Annotations

Bytecode

Figure 6.1: The direct VCGen inclusion inside MOBIUS PVE architecture. Boxes denote data, arrows denote
computations. The fat arrows represent the implementation work done in this task so far.

The source subsystem

The direct VCGen for source program is plugged directly into ESC/Java2. As entry, it takes JML annotated
source code, this source code is then parsed by ESC/Java2 into an AST with some annotation nodes. Then
the annotations are translated into first order logic, using the JML to FOL translator described in Chapter
This translator produces an FOL annotated AST. Then the verification conditions are generated using the
direct VCGen for source programs. The verification conditions are simple first order logic formulas in the
same format as the one ESC/Java2 uses. These formulas are generated in Coq format. The whole source
processing is implemented in Java.
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The bytecode subsystem

This subsystem is the one that is formalized in Coq. The verification conditions for bytecode are generated
from a direct VCGen written in the proof assistant’s language. The first step is to translate the bytecode
(which has been compiled from the source code using javac or a non-optimizing compiler) and the anno-
tations to Coq. The bytecode is translated using bico, the annotations are translated from the resulting
first order logic formula gotten from the JML to FOL translator. Once the bytecode and the annotations
are translated to Bicolano, the direct bytecode VCGen [23] 24] generates from this input some verification
conditions, which are very similar to those of the source code.

The direct VCGen for bytecode is based on the simple verification condition generator, which is presented
in Chapter [4l The verification conditions are generated directly as lemmas to prove on the Coq level. The
VCGen is deeply embedded in Coq, and it has some optimizations.

One of the difficulties for the inclusion was that no standard way of testing was set. The tool could
only be tried on examples built by hand. Hopefully, this has been solved by adapting Bico to generate
Bicolano bytecode together with a translation to Coq of the first order logic annotations presented in this
report. The extension with the annotation has been done given the hypothesis that the Java compiler was
non-optimizing. Still, this part is just an experimental extension for testing purposes. The annotations are
generated as functions, with their parameters being the local variables. It is done in a slightly more generic
way as what was presented as Coq annotations in Deliverable 3.1 [23]. This extension enabled the testing of
the VCGen on more various examples, and more specifically a better synergy with the source direct VCGen.

6.2 Source Logic for the PTC

The direct VCGen for source programs treats all the main Java source constructions, except multi-dimensional
arrays and concurrency. It is based on a simple calculus, as described in Chapter [4, which discharges the
verification conditions as side conditions when it encounters a loop construct or an assert construct. It takes
as input the Java source with JML annotations.

6.2.1 Pre-processing

In the pre-processing phase, the Java and JML program are parsed, an AST is built using JavaFE, and the
JML annotations are transformed to first order logic as described in Chapter

JavaFE and ESC/Java2 parsing

We have seen in Section that JavaFE provides an AST which is pretty standard. It enables a visitor
design pattern and some standard decorations. The main class file which is subtyped by all the nodes is
javafe.ast.ASTNode.

There are two ways of using visitors with this AST. Returning nothing (void accept(Visitor)) or
returning a result (Object accept(VisitorArgResult, Object)). A difference is also made between the
pure Java AST (defined only in JavaFE) and the JML annotated AST which has its base visitor defined in
the package escjava.ast. If the visitor used is not the one from ESC/Java2, it would simply ignore the
JML constructs.

The decoration of the AST is done with a decorator. The only decoration which is used at this stage is
the type decoration. Each node of the AST contains an array that is filled with decorations. To add more
information to the AST, one only has to use or subclass javafe.ast.ASTDecoration.

Once the AST has been created and type-checked, it can be processed through Mobius’ direct VCGen.

First order logic

We use the first order logic that is used by ESC/Java2 to generate proof obligations. It is defined in the
package escjava.sortedProver. This logic is multi-sorted and provides eight different types (SPred, SAny,
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SMap, SValue, SBool, SInt, SReal, SRef). There is no way to define real custom types over these basic types
as they are hard-coded. Another problem arises for custom predicates: there is no standard programmatic
way to build custom predicates or functions. Therefore, we had to modify the code of this backend to use
the MOBIUS memory model.

Another drawback of the ESC/Java2 backend was the fact that the typed intermediate representation
(before the translation to prover-specific formulas) was programmed using non-static inner classes. This
makes the overall backend less usable for other purposes, especially to extend it with substitution for all
the provers at the same time. There was now way of creating this inner datastructure from the outside
of the backend. This problem was partially solved by writing a library layer to handle all these creation.
The library layer consists of eight classes, corresponding to the eight types of the logic. Each class is
parameterized by an instance of the class which contains the inner-classes representation.

Despite these small issues, it was important to use the ESC/Java2 backend because it permits the direct
VCGen to be properly integrated in MOBIUS PVE as well as to gain multi-prover output.

JML to first order logic

After parsing and type checking, we obtain the JML and Java typed AST. At this point, the first order logic
formulas have to be computed from of the JML annotations. The JML nodes will be removed and the AST
nodes will be decorated using the class AnnotationDecoration. An annotation decoration contains two
elements: the list of annotations, which are evaluated before the node, and the list of annotations, which
have to be evaluated after the node. The annotations that are part of the list are of three possible kinds:
assert, assume, or set. Loop invariants are added directly to the node if needed.

The translation from JML to first order logic is done in the package formula. jmlTranslator. It is based
upon several visitors, which perform the translation described in Chapter [3] Once the translation is done,
no more JML nodes appear in the AST as they are replaced by first order logic terms.

Method specifications are handled differently. They are all concentrated in a single location, the Lookup
class. This class is accessed through static calls and the translation of pre- or post- condition of the methods
is done there.

6.2.2 Verification conditions generation

Once the specifications are translated and the AST has been decorated, the verification conditions can
be computed. This is done using several visitors. The weakest precondition calculus from Chapter 4] is
implemented in the package vcgen.

Basic principle
A typical scenario for the weakest precondition of an instruction is the following:

e first, the annotations that decorate the after-part of the instruction are taken into account,

e then the weakest precondition of the instruction is computed, and

e finally, the annotations that decorate the before-part of the instruction are taken into account.

The data structure used to pass the postconditions is complex because of the number of possible post-
conditions. It must contain the normal and exceptional postconditions, which are the ones from the current
method. There are several postconditions that change depending on the content of the method. First, there
are the try catch block exceptional postconditions. The list of these exceptional postconditions is indexed

by the type of the exception which are caught. There are also several postconditions which must be stored
as well, like the continue, continue label postconditions and the break and break label postconditions.
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wpg(assert ¢, ) = d AP, 0 wpg(assume ¢, ) = ¢ — 9,0

wpg(set v, ¥) = Vv, 0 wpg(set v val, ) = p{v — val},0

Figure 6.2: WEAKEST PRECONDITION OF THE FIRST ORDER LOGIC CONSTRUCTS GENERATED FOR LOCAL
JML ANNOTATIONS

lookup(1), break) = 1y lookup (3, Ibl) = v
wpg (break, ) = by, 0 wpg (break Ibl, ) = by, 0

Figure 6.3: WEAKEST PRECONDITION FOR THE BREAK INSTRUCTION

Specific annotations

The annotations generated by the translation from local JML specifications to FOL have a specific weakest
precondition calculus. The calculus presented in Figure is easily extended to treat the local annotations
used (Figure [6.2).

The weakest precondition for assert and assume is standard. The set construct is two-fold. There is
the declaration set, which takes only one argument, and the assignment set, which takes two arguments.
The value val is computed during the JML to FOL translation.

Expressions

The weakest precondition calculus for the expressions is based on the calculus for JAVA¢(Chapter . The
implementation is split into three classes: the visitor, which inspects each node of the expression, two
delegate objects, one generic that computes the weakest precondition for binary expressions, and one that
computes it for all other expressions such as increment instructions, initialization expressions, or method
invocations. The implementation is standard as the way exceptions are treated is using the usual handlers
with try-catch constructs that are described in JAVAg.

Handling break and continue

Breaks and continues are difficult to handle, because they add complexity to the postcondition structure.
As shown in Chapter [f], these constructs require specific lists of postconditions.

Each time a loop, a try-catch, or a block is entered by the weakest precondition calculus, the slot
in the postcondition data structure for the break is filled with the current normal postcondition. This
postcondition will be the postcondition for the break if encountered in the block. If there is a label to the
block, the postcondition is put in a list of postcondition indexed by labels. This is shown in Figure
where the function lookup is used to retrieve the break postconditions in the postcondition data structure.
The same treatment is given for the continue postconditions.

6.2.3 A backend to Bicolano

A crucial concern for the correspondence between source and bytecode verification conditions was to use the
Bicolano memory model for both VCGen. In order to output Coq compatible proof obligations, a plugin to
pretty print towards Coq was written for the ESC/Java2 backend.
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Sorted prover’s Coq backend

The main differences between Bicolano and the sorted prover generic backend lies in the handling of type
names. In Bicolano, type names have a specific sort, and in order to be used as types in a generic manner,
they have to be converted. For instance, the type Object in Bicolano would be used in a proof obligation
as (ReferenceType (ClassType Object.className)). In the sorted prover, the only way to express the
type is using a variable of type Ref, here it would be T_java_lang_Object. When used with the same
construct, typeof, this difference naturally leads to typing errors.

An issue also appears with the handling of heap access. It is also due to the handling of types. The
predicates in Bicolano and the sorted prover to access the heap are different because in Bicolano, the heap
access methods take an addressing mode data structure, whereas in the backend, it is once again a reference
variable. Here the problem is for field names, but the result is the same: the typing of the construction
cannot be properly verified if the backend generically, like its intended purpose.

The solution to these problems we apply is a temporary one: it is to simply separate the plugin which
pretty prints toward Coq from the rest of ESC/Java2. With this solution, the direct VCGen can work
properly, but we lose some features that the integration in ESC/Java2 was offering.

Prelude generation

The usual prelude generation for ESC/Java?2 is simple, as ESC/Java2 generates all the background predicates
at runtime, when it generates the proof obligations. Here, this was not possible since we want to be
compatible with Bicolano. All the constructs that are used are already declared in Bicolano’s axiomatization.
The only elements that are not properly present are the class and field names. For this purpose Bico has
been used. It properly generates all the names needed for proof obligations, as well as instantiate properly
the axioms with an implementation using the Map data structure. Bico gives a generic way to generate the
prelude for Coq verification conditions.
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Chapter 7

Type-preserving compilation for a type
system for secure information flow

JFlow [29] offers a practical tool for developing secure applications, and in particular for ensuring to devel-
opers that applications meet high-level policies about API usage. In contrast, the type system for bytecode
developed in Task 2.1. and [6] augments the Java security architecture to provide assurance to users that
applets respect high-level policies about API usage.

In this chapter we connect them via a type preservation result, showing that programs typable in a
suitable fragment of JFlow will be compiled into bytecode programs that pass information flow bytecode
verification (as suggested, e.g., by Abadi [I]). The interest of such a result is to show on the one hand that
applications written with JFlow can be deployed in a mobile code architecture that delivers the promises of
JFlow in terms of confidentiality, and on the other hand that the enhanced security architecture can benefit
from practical tools for developing applications that meets the policy it enforces.

7.1 Control dependence regions

Tracking information flow via control flow in a structured language without exceptions is easy since the
analysis can exploit control structure [?, [2]. Exceptions make tracking cumbersome due to the loss of
structured control flow. Our high level type system tracks exception levels in a way similar to [9].

For unstructured low level code implicit flows can be tracked in terms of an analysis of control dependence
regions which gives information about different blocks in the program due to conditional or exceptional
instructions. This analysis can be statically approximated [7} [38].

To deal with this mismatch between tracking of implicit flows at source and bytecode level, we introduce
an intermediate analysis that applies to source code but uses control dependence regions. Omne of the
contributions of this chapter is an inductive definition of control dependence regions for a language with
exceptions. An important consequence of such an analysis for source programs is that, given a compiler from
source programs to target programs, it is possible to obtain control dependence regions for the compiled
program (Definition . In a scenario where the compiler is not trusted, it is possible to check that
the regions given by the analysis based on compilation has the requisite properties for soundness of the
information flow analysis (see SOAP Property from Task 2.1 and [6]).

7.2 High level security type system

In this section we define a high level type system for the source language. By high level we mean that it
consists of syntax-directed rules together with subsumption rules. It enforces the policy specified by security
method signatures and a mapping, ft, from field names to security levels.

Method signatures are of the form
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— k —
ky =2 k,

where kj, provides the security level of the method arguments (and to all intermediate variables used in
the method), ky, is the effect of the method on the heap, &, (called output level) is a list of security levels of
the form {n : ky, e1 : ke, ... en : ke, }, where k;, is the security level of the return value and e; is an exception
class that might be propagated by the method in a security environment (or due to an exception-throwing

instruction) of level ;. In the rest of the chapter we will write k.[n] instead of k, and ky[e;] instead of ke,.

Source language. Basically, we operate on a subset of JAVA¢. In the following, we shortly summarize
the constructs that are used in this chapter. Exceptions in Java can be explicitly programmed and are
also thrown by expressions such as field access (null dereference) and type cast (cast failure). We use
a desugared source language in which exceptions can only occur in specific syntactic forms. This helps
simplify the formalization in Section [7.3] where we attach control flow labels to commands that can branch
due to exceptions. We also require method bodies to end with a return, to simplify the definition of control
flows. Any command can be desugared to this form using additional local variables.

The grammar is as follows; = represents any variable name, v a literal value, C' a class name, f a field
name, m a method identifier and op represents an arithmetic or boolean operation.

e u= z|v|eope|new C
¢c n= z=¢e|lx=cef|ef=e]throwe|

return e | ¢; ¢ | if e then c else ¢ |

while e do ¢ | try ¢ catch(X z) ¢ | z = e.m(€)
p == [m (Z){c;return e}]

A program p is a list of method declarations of the form m (Z){¢;return e}, where ¢ is a command that
does not contain return instructions, and 7 is the set of local variables used in the body of the method.

We assume that every program is closed under the successor relation.

We use the term exception-throwing for commands of the form e.f = ¢’ or x = e.f or z = e.m(€) or
throw e. Handlers for exceptions appear in the catch part of a try-catch command.

Source labels and control flows. To name program points where control flow can branch or writes can
occur, we add natural number labels to the source syntax —not to be confused with security labels given
by the policy.
c u= [z=¢€]"|[z=cef]"]|[e.f =¢€]"|[throw e]" |
[return e]™ | ¢; ¢ | [if e then c else ¢]™ |
[while e do ¢|™ | [try ¢ catch(X z) ¢|" | [z = e.m(€)]™

The notation for labels of compound commands is convenient but visually misleading in that the label
pertains to the branching point in the control flow graph, for if and while, and the start of the handler for
try-catch.

By contrast with Nielson et al. [I8], we do not need to label expressions. The significance of labeling
commands will become clear later in the chapter, when we give a definition for control dependence regions
for programs as mapping from branching commands (such as if, while or exception-throwing commands) to
sets of labels, corresponding to commands included in their regions. Throughout this section, we only use
labels for the command throw (to define a class analysis). We write a command together with its label, [¢]",
only when the label is relevant for the context.

Remark on notation. We write < for the lattice ordering on the set S of security levels and U for least
upper bounds. The latter is extended to () by defining () LI k = k.

The join operation Ug for two exception effect lists is the join operation for security levels discriminated
by class of exception, e.g. {e] : ke, €2 : ke, } Up {€2: keé, eq: ket =11 ke, €2 key U k€é7 eq: ket
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VAR VAL NEwW
ky Bz @ ky(z) k, Fv: L k, F new C : L
QP ~ SyBSUME
k, b e:k ky ek ky Fe:k k<K
k:_q;l—eope':kl_lkl k_;l—e:k'

Figure 7.1: High level typing rules for source language expressions.

Type system. In presence of exceptions, commands can have multiple exits and the region of a branch
need not be contained within the command. We define high level judgments - ¢ : ky, J» with the meaning
that ¢ is secure and writes variables/fields of level at least k. Moreover, the information revealed by the
termination mode is given by k_é, where k_é is a list of security levels of the form {e; : k%, coyen t ket
where k., is a security level and e; is an exception class. Furthermore, the judgment allows k; to be () which
indicates that no exception can escape from the command. In the case of exception-throwing commands,
the exception effect is given by the type of the expression which might cause the exception to be thrown,
e.g., in the case x = e.f the exception effect k is the type of expression e (see rule [ASSIGN2]).

Figure gives the typing rules for source language expressions . These are used both in the high
level typing system and in the intermediate system. Figure [7.2] gives the high level typing rules for source
programs and Figure shows the rule of typability for method body.

Notice that commands such as z = e or return e are typed with exception effect (), meaning that these
commands cannot throw exceptions.

The type system is parameterized by a class analysis and an exception analysis, as described in Task
2.1.

Exception effects are used to impose constraints on successor commands, e.g., in c¢; ¢’ exception effects of
¢ must be less or equal than the write effect of ¢’ (see k1 < k’). In general, exception effects of a command
restrict the write effect of its successor commands, except in the case of try-catch. In the [CATCH] rule, the
exception effect for the command in the try part imposes a constraint on the type of variable z (that stores
the exception object) and imposes a constraint on the write effect of the code of the handler (catch part).
If the catch part cannot throw new exceptions, i.e. its exception effect is (), and all exceptions in the try
part are of the class of the handler (i.e. X in the rules), then there are no constraints on the write effects
of successor commands of try-catch.

The following example illustrates how exception-throwing commands inside while commands can lead to
information leaks.

Example 1 (exceptions in while) Let x and z’ be high variables and y be low. The program
whilez < 3do {2’ =y.f;z =2+ 1;} return e

is interferent because ¥’ = y.f can throw an exception and there is no handler for it. Suppose that the
variable y is initially null. Then the program terminates in an abnormal state if the (high) expression
x < 3 is true and it terminates in a normal state if x < 3 is false. This program will be rejected by the
[WHILE] rule, which does not allow low exceptions in high environments (constraint k = k.). Now assume
that variable z is low and =’ and y are high. Again the program is interferent: A high null pointer exception
can be thrown so the program will terminate abnormally depending on the value of high variable y.

This program will also be rejected by the [WHILE] rule.

The following lemma claims that any subcommand of a command ¢ has at least the same write effect
as that of c.
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SEQ
Tk 2 ho b ocikly Ty 5k b i K Veik € Uy(k) b <K
Tk 2 o ke s kMK by Up &
WHILE
by etk Tk Skhrc:kk KA0=>k=k  k=U{kle:k €k}
T ko 2 & b while e do ¢ : k. k
CoND .
by ek
| AN AT A F,E&k kK ke=Ulkile:k ek} EHA0=>k<k
Fk_’ k. I if e then c else ¢/ 2k, ke
ASSI§N2 . UPDATE

ky Fe:k EUft(f) < ky(z)

ko F ek ky bk kUK <f(f)
Tk 2 o b 2= ef : ky(z),np: k Tk 2 Foef =€ @ ft(f),np: k
CATCH
Tk b b ocihbn (VX ky € BX! < Xk < kM h(2))
Dy M b kbl (VX k€ B X' £ Xk < By )
T,k 2

Fy = iy b try ¢ catch (X z) ¢ ¢ kM ky(z), K Ug ky

k ok X = classAnalysis(n)
Tk, — k. b [throw e]”: H,X : k

INVOKE
— . - — k,’l .
Vi € [0, length(€) — 1]. ky, F €Ji] : ky[i] mt /—k’{, — k!
O\ Uky, <kl Kn]<ky(z) ke={e:kle:kek. Ae+#n}
Tk 2 ko b o= e.m/(8) : ky(z) N KL, K

RETURN

by bFetk  k<klr] ke=U{kle:k €k A e#n}

Ik, oy k: F return e : ke, 0

SUBSUME2

Tk ™o b ocibi kK <k

L
A
w?tl

T,k 22 fo b oo KK
Figure 7.2: High level typing rules for source language command

74



MOBIUS Deliverable D4.3 PROOF-TRANSFORMING COMPILER

TYPABILITY OF METHOD BODY
Tk ke kb VX ko ek k

L,

—

o] ke=U{kle:k €k} ke <kl ky <k

— kh —
v —> k- = c;return e

™

Figure 7.3: Typability for method body.

Lemma 19 Suppose F,k;_;, LI EFoc: ki, ks and T, L, LN koo k{,k_; Let ¢’ be a subcommand of c.
Then ky < ki and if ¢’ throws an exception of type e and has no handler inside ¢ then kjle] < ko [e].

Example 2 (Example with try-catch) Consider the command
try [throw z]"; z = 1; catch (X y) y = null

where variable x is high (ky(z) = H) and variable y is low(ky(z) = L). Suppose that a sound class analysis
for n returns {X}. The program then is interferent; indeed its effect is the same as the direct assignment
y = x. It is rejected by the type system because of the [CATCH] rule, where the exception effect of the try
part (here, H) has to be less or equal than the type of the variable in catch (here, L).

Typability. A method m is typable w.r.t. a method signature table I', a global field policy ft, and a
signature sgn if its body is typable with rule in Figure A program is typable, when all its methods are
typable.

Example 3 ( Example of high unhandled exceptions) Let z be a high variable (k,(z) = H) and y be
a low variable(ky(z) = L). The method code = = y.f;return e with signature that includes an exception list
{np : L} is interferent because a high can be thrown and there is no handler for it and the program will
terminate normally or abnormally depending on high variable y. In our type system, this program is rejected
because typability rule requires that the join of exception effect levels of the first command be less or equal
then the write effect of the return command, that for this case is L.

7.3 Intermediate type system for source code

In this section we introduce another type system for the source language. The intermediate type system
serves as a bridge between the high level type system and the type system for the target language.

The function labels takes a command and returns all the labels of its subcommands, e.g. labels([z =
e]™) = {n}, and labels(¢; ¢’) = labels(¢) U labels(¢’).

Labels on program points are used in intermediate judgments of the form F ¢ : E. Here F is a security
environment, i.e., a function F : labels(SP,,) — S that assigns levels to all program points of a method body
SP,,. The body of a method m, SP,,, is typable with respect to a signature sgn and a function sregion,
written I, sregion,sgn - SP,, : E, if its command part is typable with respect to E according to the rules
given in Figure Roughly, the idea is that for a field or variable assignment with control label n, the
field or variable must have level at least E(n). Note that the rules recurse on the structure of constituent
commands ¢ of SP,,, but a single F is used throughout. A program is typable if all its methods are typable
with all of its signatures.

The constraints in the rules involve control dependence regions (sregion), which we now proceed in several
steps to define.

We use the notation C'[—] to denote context of a command. We use square brackets both for labeling
and for contexts; it should be clear that [¢]™ without a capital letter in front means that command ¢ has
label n, whereas C[c] with a capital C' in front means C[—] is the context of command c.
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init(c)  final(c) except(c)
[x = e]™ n {n} 0
= e f]" w ) {(op, )}
lo.f =" W {n) {(op, )}
[throw e]" n 0 {(e,n)| e € classAnalysis(n)}
c1; ¢ init(c1) final(co) except(c1) U except(ca)
[if ethen cp else co]” n final(c1) U final(c2) except(ci) U except(ca)
[while e do ¢;]" n {n} except(cy)
[try ¢ catch(X z) o]™ init(c1) final(c1) U final(ca) except(ca) U{e,n)| e € (except(ci) Ne £ X)}
[return e]™ n {n} 0
[z = e.m(€)]" n {n} {(e,n)| e € excAnalysis(m)}
c flow(c)
[z =e]" 0
[z = e.f]" 0
[e.f =¢e]" 0
[throw e]" 0
c1; ¢ flow(er) U flow(ez) U{(n, init(c2)) | n € final(cr1)}
[try ¢1 catch(X z) co]™  flow(c1) U flow(ca) U{(n',n) | (e,n’) € except(ci) Ne < X} U{(n,init(c2))}
[if ethen cp else o] flow(er) U flow(ez) U {(n,init(c1)), (n, init(c2))}
[while e do ¢;1]" flow(er) U{(n,init(c1))} U{(p,n) | p € final(c1)}
[return e|™ 0
[z = e.m(€)]" 0

Figure 7.4: Forward flows.

76



MOBIUS Deliverable D4.3 PROOF-TRANSFORMING COMPILER

ASSIGN . SEQ L L
ky ek EUE(n) < ky(x) I, region, ky —= k, - c: E ', region, k, — k., - ¢’ : E
T, region, ky ﬁ)k:—; Flz=e]" 1 E I, region, k, ik_‘ Fe;cd B
WHILE
by b ek D regionk, sk b c: B Wn'e sregion(n, ).k < E(n')
T, region, k, LN k_» F [while e do ¢]" : E
CoND

v F ek
k—> ke b ¢t E  Vn' € sregion(n,0).k < E(n)

w1 =

T, region, ky - ko - ¢: E T, region,

T, region, k, LNy [if e then celse ¢'I" : FE

ASSIGN2

ko F etk
En)Uft(f) Uk < ky(z) Vn' € sregion(n,np).k < E(n') sHandler(n, np) 1= k < k,.[np]
T, region, ks LN k. + [x=ef]" : E
UPDATE . .
ky Fe: k ky B e o K
kUK UE(n) Uk, <ft(f) vn' € sregion(n,np).k < E(n') sHandler(n,np) 1= k < & [np]
T, region, ky LN b b [ef =€]" : E
CATcH
T, region, k::, oy k_;, Fc:E I, region,k_q; N k: Fd:E E(n) < k:_;(ac)
T, region, ky LN kr b [try c catch (X z) (] : E
RETURN .
ky ek E(n)Uk < k.[r]
T, region, ky LN kr b [return ¢]”: E
THROW
ko ek
Ve € classAnalysis(n) sHandler(n,e) = k < k_‘[ ] sHandIer(n,e) =n' = Vn' € sregion(n,e). k < E(n’)

—

T, region, k_‘ k. + [throw e]" : E

INVOKE ~
Vi € [0, length(€) — 1]. ky = €[] : k][] ky[0] Uk U E(n) < Ky,
kU E(n) < ky(z)  mty =k —5 K
Ve € excAnalysis(m'). Vj € sregion(n,e) k,[0] U k' [e] < E(n)  sHandler(n,e) 1= k/[0] U k.[e] < kr[e]
T, region, k, LN kr + Flzr=em(é)]" : F

Figure 7.5: Intermediate typing rules for high-level language commands.
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We define here a successor relation between commands in the language. Following Nielson et al. [I8] we
define for each labeled command the init, final, and except labels (see Figure ; the set except(n) is a set
of pairs (class of exception, label) where label is from which there can be an —uncaught— exception of the
given class..

Given a method body SP,,, n — n’ denotes that command labeled n’ is a successor of command labeled
n in the control flow graph. We define n — n’ iff (n,n’) € flow(SP,,). The latter is defined in two steps,
which are given in Figure Let —T (resp. —*) denote the transitive (resp. transitive and reflexive)
closure of —.

Definition 7.3.1 (branching commands, ££)
The branching commands are those of the form if e then ¢ else co, while e do ¢1, © = e.f, e.f = e,
throw e, and z = e.m(€). The set LL* is all the labels of branching commands in a method body.

For example, if the method body SP,, is
[if = then [z = 2]* else [z = 2" |%; [return 2]°
then ££% is {2}.
The following definition is needed to define control dependence regions.

Definition 7.3.2 (inner-most handler) Let [c]" be an exception-throwing command in SP,,. Then an
inner-most handler decomposition for e € except([c]™) consists of contexts Ci[—], Ca[—], command ¢’, and
label t such that

SP,, = Ci[ftry Cy[[c]"] catch (e z) ¢']’]

and Ca[—] does not have a try-catch that handles exceptions of class e and that encloses [c]™ in its try part.
We say that t is the inner-most handler of n for e and ¢’ is the handler for exception e from c.

For any exception class and command [¢]", either there is no handler for exception e thrown by ¢, or there
is a unique inner-most handler decomposition for e.

Definition 7.3.3 (handler function) We define a function sHandler as follows: for label n and class e it
returns the label of the inner-most handler of n for e, if there is one; otherwise sHandler(n,e) is undefined,
denoted sHandler(n,e) 1.

Example 4 (inner-most handler) In the code below, sHandler(n,np) = t.

[try ([try [¢]" catch (np z) ¢]*) catch (X y) ¢"]™;. ..

Control dependence regions. Control dependence regions are used by the intermediate type system to
impose constraints on commands depending on branching instructions. For example, in the high level type
system, if the expression e in command

[if e then c else "

is typable as - e : k then ¢ and ¢’ can only assign variables of level at least k. The intermediate system
expresses this constraint by Vn' € sregion(n).k < E(n’), which means that every command in the region of
n (including commands in branches depending on exceptions) has security level at least k.

Definition 7.3.4 (sregion and >) The region of a labeled command [c]™ with n € LL* is written sregion(n, X)
(where X is and exception class if [c|™ is an X exception-throwing command or () otherwise) and defined to
be the set of all labels n' such that n1>n'. Here 1> is defined inductively as follows.

o If[c]™ is an e exception-throwing command with sHandler(n,e) + and n —* n’ then n1>n'.
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o If[c]™ is an e exception-throwing command with an inner-most handler decomposition
Ch[[try Ca[[c]™] catch (e z) ¢]']
then there are two sub-cases:

(1) if n =+ n/, n' € labels(C[[c]"]) and n' is not in the catch part of a try-catch command then
n>n';
(2) if d € labels(¢") U {t} then nt>d. Furthermore, if nt>d and d > d’ then nt> d'.

o If [c]™ is of the form [if e then ¢; else co]™ and d € labels(c1) Ulabels(c2) then n > d. Furthermore, if
nt>d and d > d' then n>d'.

o If [c]™ is of the form |while e do ¢1]™ and d € labels(cy) then nt>d. Furthermore, if nt>d and d > d’
then n > d’.

Note that any label in the region of an exception-throwing command is either inside the try part of its
inner-most handler, or is a successor of the code in the catch part.

7.4 Connecting the high level and intermediate type systems

This section shows that if labeled source program SP is typable in the high level system then it is typable
in the intermediate system as well. In order to do this, we first show how a security environment E for SP
can be obtained from the typing derivation in the high level system.

Let D be a typing derivation for SP, in the high level type system. For each constituent ¢ of SP,, there
is an instance of an introduction rule with conclusion I',sregion,sgn - ¢ : k, k' for some k, % (as opposed
to uses of the subsumption rule). In this case we say the type &, k' of ¢ is given by its intro judgment and
write D :F ¢ : k, J’. When the types k, k' are irrelevant, we use D ::F ¢ to mean that SP,, is typable with
derivation tree D and ¢ occurs in SP.

The intro judgment for a subcommand reflects the essential constraints for security of this command
in its context. Subsumption serves to weaken typing information, e.g., to match the two branches of a
conditional in high level rule COND, but it loses precision. So we define the security environment E in terms
of intro judgments.

Definition 7.4.1 (environment F from high level typing) Let D be a typing derivation for source
code SP,, in the high level type system. Define security environment E : labels(SP,,) — S as follows:

e Ifn belongs to some region of a branching label n’ of a command ¢’ in SP,, such that the intro judgment
for ¢ types it with write effect or some exception effect k' (where e : k' € k' if k' is an exception effect
and k' £ kops ), then E(n) is defined as the write level of the intro judgment for [c]™ in D. That is, if
Db ek, K then E(n) =k.

e Otherwise, E(n) = L.
Example 5 (obtaining F from D) Let the source code ¢ be
[if yg = 0 then [y = z1]® else [y := 1]°]%; [new C.f, = 3]12

Labels are chosen for compatibility with compilation, that will be defined in later sections. Let k_{,(xL) =L,
ky(yg) = H and ft(fr) = L. The type for c¢ is L, L. The derivation tree in the high level system shown in
Fig.[3 The security environment is E(4) = H, E(6) = H, E(9) = H, and E(12) = L.

Lemma [20] states a relation between types of commands in the high level type systems and regions.
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—

kU(IL)ZL
ko(yn) = H zr: L - .
kvyH =H v =H
yg : H 0:L xpt H (n) 1:L (1)

yg =0: H yHZLULZH,w yH=1ZH7[Z)
—_ ft =L —
if yy =0thenyy =z elseyy:=1:H ,np: L new C : L (f2) 3L
if yy =0thenyy =zpelseyy:=1:L,np: L new C.f, =3:L np: L

Fif yy =0thenyy =z else yg :=1;new C.fy =3: L, np: L

Figure 7.6: Derivation for Example 5| using high level rules.

— —

ko(yn) = H ky(ap) = L 3:L
yg - H 0:L zr,: L new C: L
—— EM9)<H E(12) < ft(f1)
=0:H cH . )
il i L:L E =ty (E,sregion(4)) E =11, (B, sregion(12))
yg =L B lyw =1°: E sHandler(12) 1= E(12) = L
if y7 = 0 then yg = 2y else yy :=1]*: E [new C.fp =3]'?: E

key if yir = 0 then [yy = z1]° else [yy :=1]°]%; [new C.f, =3]'2: E
Figure 7.7: Derivation for Example [6] using intermediate rules.

Lemma 20 Let [c]" be an e exception-throwing command. Let n' € sregion(n,e) and let D ::+ [¢']" : k], k_;
be the intro judgment for n' in derivation D of the method body SP, and let D ::+ [c]™ : k1, ks be the intro
judgment for [c]™. Then kole] < k.

The following lemma claims that the security enviromment for a command, is an upper bound for its
exception effect.

Lemma 21 (exception effect and region) Let ¢ be an exception-throwing command. Let D ::F [c]™ :
k, k" (typable according to the corresponding intro judgment for c¢) and E be the security environment derived
from D then for all e : k" € k', Vn' € sregion(n,e).

k'[e] < E(n')

Now we can prove, by induction on the structure of source commands, that every program typable in
the high level system is also typable in the intermediate system.

Theorem 7.4.2 If D ::F ¢ then & c¢: E, where E is obtained from D by Definition [7.4.1].
Example 6 (Preservation of types) Recall command c of Example@ its type derivation and its derived
E. According to Definition sregion(4,0) = {6,9}. The derivation tree using the intermediate type

system and E from Ezample[3is given in Figure[6l Constraints H < E(6), E(9) are satisfied since E(6) = H
and E(9) = H.

7.5 Target language

We recall in Figure the type system of Task 2.1 and [6].
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P, [i] = ifeq j Vj' € region(i,0), k < se(j")
ok, -
T, region, se, kg —= ky, i F? k 2 st = lifty (st)

Pp,[i] = return kU se(i) < kr[n]

s E =
T, region, se, kq —hy kyr, i FO ko st =

Pp,[i] = invokevirtual mip Conp (K] = K i) Kl
kEUky Use(i) < k) length(st1) = nbArguments(mip)
kE<KL[0]  Viel[0,length(st1) — 1], st1]i] < KL[i + 1]
Ve € excAnalysis(mip)Vj € region(i, €), kL k.[e] < se(5)
ke = |_|{ Ki[e] | 3e € excAnalysis(myp), 3t € P, Handler(i, e) = t }
T, region, se, ke i k_;,i FO sty ko sto = lifty g, ((kZ[n] U se(z)) = stg)

O N
gy, [K] = K, — ki

Pp,[i] = invokevirtual mip
kU ky Use(i) < k) length(st1) = nbArguments(mp)
E<E.[0]  Viel0length(st1) —1], st1[i] < K[i + 1]
e € excAnalysis(mip) Vj € region(i, €), kU kl[e] < se(j) Handler(i, e) = ¢
T, region, se, kg LN Bryi b sty o ksto = (kUK [e]) s e
N

Pp,[i] = invokevirtual mip
kU ky Use(i) < k) length(st1) = nbArguments(mip)

kE<kL[0]  Viel[0,length(st1) — 1], st1]i] < KL[i + 1]

e € excAnalysis(mp) kU kl[e] < krle] Vj € region(i, €), kU k.[e] < se(j) Handler(4, ) 1

T, region,se,k-(; i k;,i ¢ sty ik oosto =
P[i] = putfield f ki Use(i) U ke < ft(f) kp, < ft(f)
¥ € region(i,0), k» < se(j)
T, region, se, ko 2 ki F0 ky 1 ko 1o st = lifty, st
Py, [i] = putfield f k1 Use(d) U ke < ft(f)
Vj € region(i,np), ka2 < se(j) Handler(i, np) = ¢
T, region, se, k_(; ﬂ) k_;,i PP ko ko st = ko U se(i) e
Py, [i] = putfield f ky U se(i) U ko < ft(f)
k2 < kr[np] Vj € region(i,np), ka2 < se(j) Handler(i, np) 1
I, region, se, Ic; ﬁ> k:, 1P ko ko st =
Pp[i] = getfield f Vj € region(i,0), k < se(y)
T, region, se, kq LN Eryi B9k w:osto= liftg ((F(F) U se(4)) = st)

Pp[i] = getfield f Vj € region(i,np), k < se(j) Handler(i,np) = ¢

. -k - .
T, region, se, kg — ky, i FPP k st = k U se(i) 1€

Py,[i] = getfield f  Handler(i, np) ¢ k < kr[np]

=k, -
T, region, se, kq Lhy kr,i FPP kst =
Pp,[i] = throw e € classAnalysis(i) U {np}
Vj € region(i, e), k < se(j) Handler(i, e) = ¢
= k-
T, region, se, kg — ky,i F¢ k st = kU se(i) €
Pp,[i] = throw e € classAnalysis(i) U {np}
k < krle] Vj € region(i, e), k < se(j) Handler(i, e) 1
T, region, se, k_; % k_;,z' Fek:st=

Figure 7.8: TRANSFER RULES FOR INSTRUCTIONS OF THE TARGET LANGUAGE
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= &(e) :: store x
= S(Cl) . S(CQ)
= let le=E&(e);le=8(c);
in goto (pc+ #lc+ 1) :: lc :: le it ifeq (pc — #lc — #le)
S(if ethen cielse ca) = let le=E(e);ler = S(c1);lea = S(e2);
in le::ifeq (pe + #leg + 2) i leg i goto (pe + #ler + 1) =2l
Sle.f =€) = &E(€)::E(e) :: putfield f
S(throw ¢) = &(e) :: throw

E(z) = loadz
E(n) = pushn
E(eope) = &E(e)::E(€) :: binop op
Sz =-e.f) = &E(e):: getfield f :: store x
E(new C) = new C
)
)
)

S(try 1 catch (X z) o) = let leg = S(c1);les = S(¢2);
in  ley i goto (pc + #lcg + 1) :: store z :: ley
S(returne) = &(e) :: return

S(z=em(€)) = E(€)::&(e) :: invoke m

Figure 7.9: Compilation function. Primary instructions are underlined.

(01, CQ) = X(Cl) o X(Cg)
X(while edo ¢) = X(¢)
X (if e then ¢y else o) = X(c1) =2 X(e2);
X(try c; catch (X y) ) = let ley = S(c1);lea = S(e2);
m X(Cl) b X(Cg) i <1,#l61 + 1, #lc; + 2,X>
X(L) = €

Figure 7.10: Definition of exception table.

7.6 Compilation.

Compilation is done by a function, W, from source programs to target programs. The compiler is based
on [40].

The compilation function from source programs to target programs W : Prog — Prog, is defined from a
compilation function on expressions £ : Expr — Instr*, and a compilation function on commands S : Comm —
Instr*. Their formal definitions are given in Figure The compilation of every labeled command includes
a primary instruction —e.g., getfield is the primary instruction for a field access [z = e.f]"— and these are
indicated in the definition of the compiler. Exception tables are defined in Figure In order to enhance
readability, we use :: both for consing an element to a list and concatenating two lists, and we omit details
of calculating program points (we use pc to represent current program point) in the clauses for while and if
expressions. We also use # to denote the length of a list.

For method body SP,, = c;return e, we define the compilation W(SP,,) to be S(c;return e).

We assume label compatibility: the label of a source command is the same as the label of the program
point of the primary instruction in its compilation, e.g., if getfield is obtained by compilation of [z = e.f]",
its corresponding program point in the target program is n. This implies that ££f = PP*! for a source
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program and its compilation. The simplifying assumption loses no generality since source labels can be read
off the compilation (as was done in the example just after Definition [7.3.1)).
Given the definition of regions for the source program, we obtain regions for its compilation as follows.

Definition 7.6.1 (compiler for regions) Let [¢/|" be a branching source command. Let T € {0} + C.
Then define tregion(n’, T) to be the union, over all [c]™ with n € sregion(n/,T) (in the source language), of
{i..7} where TP[i..j] is the compilation of c. That is, all program points in the compilation of commands
in the (source) region of some branching command with label n' are included in the (target) region of the
compiled program for the branching instruction n'.

Furthermore

e ifn' is a command of the form if e then c; else co, and #lcy is the length of the compilation of command
c2, then n’ + lcg + 1 € tregion(n, () (note that n’ + lca + 1 corresponds to the goto instruction).

e if n' is an e exception-throwing command with sHandler(n',e) = t, then program points t and t — 1
corresponding to goto and store instructions in the compilation of a try-catch with label t, are also
included in region of n'.

e if n is a while command, then n € tregion(n, ().

We will use regions for the target language defined as in Definition for proofs of preservation, in next
section. The following lemma claims that regions defined as in Definition have the SOAP property.

Lemma 22 Let n € PP* be a program point in a target program P and let tregion(n) be defined as in
Definition from compilation of a command [c|". Then SOAP holds for tregion(n).

7.7 Connecting the intermediate and target type systems

The main result is that compilation preserves typing. That is, given a typing derivation for a source program
in the high level system, a corresponding security type for bytecode can be obtained. We show that the
defined security type satisfies all the conditions for typing of a bytecode program.

First, given a source program SP together with a security environment F for it we obtain a security
environment se with which to type the compilation of SP.

Definition 7.7.1 ( se determined by E) We define se by induction on syntax of source commands. The
domain of se is the set of program points in the compilation W(SPy,). Define se(i) as E(n) where [c]™ is
the smallest subcommand of SP,, whose compilation contains program point 1.

Lemma 23  Let ¢ be an exception throwing command. Suppose D ::F [c]™ : k, k' (intro judgment), let
E be the security environment derived from D, and let se be determined by E. Then for all e : k" € ¥/,
Vn' € tregion(n,e).k” < se(n’).

Main result. Finally we can show that compilation of expressions and of commands preserves typing.
From these two lemmas we obtain the main theorem.

Lemma 24 Let e be an expression in [c]™ such that [c]™ is the inner-most command that encloses e and
kybFc: Eandky, ek, and S(c)[i..j] = E(e). Let se be the security environment determined by E. Then
for any st; € ST there exist stiy1,..st; such that the following hold:

1. for everyl =01 in 1..J then I, tregion, se,sgn, | - st; = sty;

2. T',tregion, se,sgn,j - st; = (k U se(i)) :: st;.
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In the following, for simplicity’s sake we fix I, se, and tregion and we abbreviate I, tregion, se, i - st = st’
as i st = st’.

The following lemma claims that for every typable compiled command, there exist types in the target
type system.

Lemma 25 Let ¢ be a command in source method body SP,,, typed = ¢ : E, where E is obtained as in
Definition @ and let [i..j] be the program points in compilation of c¢. Let se be the security environment
determined by E and let tregion be defined as in Definition m Then, for all st there exists stiy1,.., st;
such that if we define st; = st, we have

o T, region, b, " ko, L sty = sty, for all 1+ U, 1 € {i.j};
e if ¢ is not a throw command, then st; = st;

o if [c]™ is a e exception-throwing command with sHandler(n,e) = n', then n - st, = k' :: st, with
k' < se(n')

Finally, putting together Lemma [25| and Theorem |7.4.2| we obtain the main result.

Theorem 7.7.2 Let T, k:, LN k: F SPy,, i.e. source program SP,, be typable in the high level system. Then
r, ky oy ko b W(SP), i.e., its compilation is typable in the target system.

Example 7 The compilation S(c) of the program introduced in Ezample @ and its types obtained with
the Target type system is shown below. To construct se for this program, we use E from Example [5 and
Definition [7.7.1] to obtain: se = {1 — H,2 — H,3+— H,4 v+ H,5+ H, 6~ H, 7+ H,8— H,9+
H, 10— L,11 — L,12+— L}.

load yg
push 0
binop =
ifeq 8
load z,
store Y
goto 10
push 1

9 store yy
10 new C
11 push 3
12 putfield f7,

0 1S U= W
mmm
)

S o

It is easy to corroborate that the constraints of the type system to apply the transfer rules with the types
given above hold.

7.8 Discussion

The development and deployment of software that respects an end-to-end confidentiality policy requires a
number of ingredients. First, developers must be able to specify how interfaces relate with the policy using
labels. They need tools to provide them accurate feedback whether their labeling is consistent with the
policy. Second, execution platforms must reflect the assumptions of the policy (e.g. a low attacker is not
able to directly read channels labeled high), and must feature security functions that enforce the policy.
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Verification tools for developers and security functions for execution platforms have a similar purpose,
namely to verify that the labeling is correct and ensures the policy. Establishing a formal relation between
them, and devising means to exploit the results of source code verification for verification of executables is
a significant step towards the adoption of end-to-end security policies in mobile code.

The focus of this chapter is on checking that a program is noninterferent with respect to a given labeling—
that is, controlling fine-grained flows within a program.

We are confident that our approach is robust and can be adapted to more sophisticated settings, including
richer languages, more expressive policies, and optimizing compilers.

Richer languages. Our language already handles some main complexities of Java, including exceptions
and heap allocated mutable objects. The full version of the article also considers methods and multiple
exceptions. We expect to treat multiple exceptions in a way similar to JFlow (corresponding to our single
exception effect, JFlow uses a list of levels indexed by exception types, called “paths”). We believe that type
preservation can be extended to sequential Java, provided existing type systems at source code and bytecode
are extended appropriately—in particular, it is possible to treat JVM subroutines, but not so interesting as
they will disappear from Java 1.6. The real challenge is to understand whether type preservation scales up
to concurrent Java, but for the time being there is no information flow type system that has been proved
sound for a concurrent fragment of Java source code or bytecode.

More sophisticated policies. Practical end-to-end policies weaker than full non-interference are often
needed, e.g., to cater for downgrading [39] and to connect flow policy with access controls (based on stack
inspection or execution history) [2, 3]. Such policies are under active investigation but several current
proposals provide source level type systems to express and statically enforce specific policies that enable
declassification. We believe that most of these type systems can be adapted to bytecode in such a way that
type-preservation will be ensured. For example, it is trivial to extend type preservation to an extension of
Java with a cryptographic API where encryption turns secret data into public one.

Practical enforcement mechanisms for end-to-end policies are also likely to combine information flow type
systems with other type systems, e.g. for exception analysis, or with logical verification methods. Extending
type-preservation results to combinations of type systems is thus an interesting topic for future work, as is
preservation of typability /provability in a framework that combines type systems and logical reasoning.

Optimizing compilers. Common Java compilers such as Sun’s javac or IBM’s jikes only perform very
limited optimizations such as constant folding, dead code elimination, and rewriting conditionals whose
conditions always evaluate to the same constant. These source-to-source transformations can easily be
shown to preserve information-flow typing; thus type preservation lifts to standard Java compilers.

More aggressive optimizations may break type preservation, even though they are semantics preserving,
and therefor security preserving. Of course, if the transformations are made after bytecode verification (as
in JIT), type preservation is not needed (instead transformations become part of the TCB). For example,
applying common subexpression elimination to the program zy := nj % ng; yr, := nq * ng, where ny and ny are
constant values, will result into the program xy := ny * ng; yr, := xy. Assuming that variable zy is a high
variable and yy, is a low variable, the original program is typable, but the optimized program is not, since
the typing rule for assignment will detect an explicit flow yz := zy. (A naive solution to recover typability
is to create a low auxiliary variable z;, in which to store the result of the computation n; * no, and assign
zp, to xy and yr, i.e. zg := ng x ng;xy = zr; YL := zr.) Adapting standard program optimizations so that
they do not break type preservation is left as future work. We conjecture that most optimizations will only
need minor modifications, provided advanced features of the type system such as label polymorphism are
available.
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Chapter 8

Conclusions and future work

In this deliverable, we presented the main ideas of both proof-transforming and type-preserving compilation.
Both techniques enable reasoning about interesting security properties on source code and using the result
directly on bytecode to build a certificate that can be checked efficiently.

8.1 Proof-transforming compilation

We designed a new direct verification condition generator and integrated it into the MOBIUS PVE, which
is being built in Task 3.6. The new VCGen is tailored towards the already existing verification condition
generator for bytecode and enables automatic transformation of proofs to the bytecode level. The verification
condition generation process can be separated into two relatively independent steps.

First, JML annotations are transformed to first order logic specification tables from which the actual
VCGen retrieves pre- and postconditions for routines as well as local annotations for program statements.
With the prototypical implementation, we are able to process all Java constructs except multi-dimensional
arrays and concurrency instructions. On the JML side, we currently support most interesting JML-level 0
constructs except for model fields, array handling instructions, and some visibility modifiers.

Second, we also showed that it is possible to achieve nearly preservation of proof obligations for the
chosen language subset, which means that translating a proof from source code to bytecode is feasible.
This is done by generating structurally identical verification conditions on source and bytecode that only
differ in minor aspects like variable names or the change of boolean variables on source code to integer
variables on bytecode. The proofs for the VCs on source and bytecode therefore are very similar and can
be transformed from one to the other. This part sets the important theoretical foundations for the proof
transformer implementation and shows that the whole idea of proof-transforming compilation is effectively
doable for a realistic language subset.

The architecture of the proof-transforming compiler has been chosen so that the trusted code base is as
small as possible. No part of the tool-chain needs to be trusted but only Coq as proof checker and Bicolano
as the JVM model.

With the MOBIUS base logic in mind, we also succeeded to define a proof transformer that uses a
Hoare logic. The main difficulty is that the proof contains the structure of the program and, therefore, the
translation is more complex. Still, we could prove that the transformed proof is correct if the original proof
is correct.

Future work: The main work for the next part of Task 4.4 will consist of the implementation of the proof
transformer, for which we already set the theoretical foundations. Another important task is the extension
of the proof-transforming compiler to work with optimizations on bytecode. The key idea is to first use the
non-optimizing proof-transforming compiler and then optimize the resulting bytecode along with rewriting
the proof such that it still holds for the optimized version.
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8.2 Type-preserving compilation

The focus of the type-preserving compilation chapter of this deliverable is on checking that a program is
noninterferent with respect to a given labeling—that is, controlling fine-grained flows within a program. The
chapter follows a long line of work in this area and makes significant progress by showing a formal relation
between typability at source code, and bytecode verification for an extended bytecode verifier that enforces
noninterference.

In fact, we obtained this relation by deriving the typing systems for source code from the bytecode
system. First, we establish a correspondence between regions in source code and regions in bytecode. Then
we obtain constraints on a security environment for source fragment c, in terms of regions, by combining
the constraints from the bytecode rules as applied to the compilation of ¢. Next, we formulate high level
judgements and a connection between them and the security environment. Finally, this connection is used to
obtain a high level rule for each source code construct, using the constraints in the construct’s intermediate
rule and the definition of regions for source code.

We have solved the problem of connecting control dependence between source and target language—
even reducing control dependence to an inductive property amenable to machine verification—and we are
confident that our approach is robust and can be adapted to more sophisticated settings, including richer
languages, more sophisticated policies, and optimizing compilers.

Future work: The work on type-preserving compilation is going to be extended in two directions. On the
one hand, the concept of type preserving compilation is going to be extended to distributed programs. On
the other hand, we will study preservation of information-flow types in optimizations, similar to our work
on transforming proofs in optimizations.
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