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Abstract

This paper contains an overview of existing approaches to pattern recognition problem and of existing systems for Ukrainian finger language recognition. An approach to recognising elements of Ukrainian finger language with cluster analysis, fuzzy C-means and $k$ Nearest Neighbours is being proposed. The approach is demonstrated on graphical files in JPG format and the results are compared with the brightness gradient method, which is used on the clustering stage.
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1 Introduction

Nowadays about 2% of people suffer from various problems with hearing. For successful communication and interaction they use finger language, and there are many software solutions which make human-machine interaction via different signs available.

At this time in Ukraine there are several implementations of such sign recognition systems. All of them use techniques of unsupervised sign extraction, but have different implementations, based on using neural networks, graphical filters and 2D or 3D modelling.

A proposed approach is based on using genetic algorithms and fuzzy clustering for extracting both hand and background cluster regions from a picture and further classifying clustered image by $k$-NN algorithm.

2 Pattern recognition problem

Pattern recognition problem in general can be divided in two stages: feature extraction stage and classification stage. In [1] there is proposed next formal model: let $O = \{o_1, o_2, \ldots, o_m\}$ be a set of patterns, $\Omega = \{c_1, c_2, \ldots, c_n\}$ — a set of classes, $V = (v_1, v_2, \ldots, v_n)$ — a set of feature vectors, $R$ — a set of relationships among vectors and $X = \{x \mid x = (V, R)\}$ be a feature representation. Pattern classification problem then can be formally defined as a composite function

$$P = C(F(O)),$$

where $F : O \rightarrow X$ is a feature selection function and $C : X \rightarrow \Omega$ is a classification function.

This way, both of the stages can be viewed as optimisation problems. On the first stage of process (1) there emerges a problem to find the “best” feature set for classification, and on the second — to minimize a number of misclassified patterns and increase accuracy of classifier.

Nowadays there are next pattern recognition approaches: partial enumeration, statistical, syntactic and neural-net approaches.

First of them, partial enumeration, can be implemented in two ways — either using branch-and-bound search of using dynamic programming. Both implementations look for exact solution for discrete optimisation problems. Both implementations look for exact solution for discrete optimisation problem and adopt a divide-and-conquer strategy.

Second of them, statistical approach, represents each pattern in terms of $D$ attributes (tests) and considers patterns as points in $D$-dimensional space [2]. The goal is to select those features that allow vectors of patterns belonging to different categories occupy compact and disjoint regions of $D$-dimensional feature space.

Third of them, syntactic approach, is used when it is acceptable to choose a hierarchical representation of the pattern, where it is regarded as a composition of simpler subpatterns, which in turn consist of even more simple ones, so-called primitives. Each pattern is represented as a set of relationships between primitives. The formal analogy, which gave the name of this approach to the problem of pattern recognition is the syntax of language.

Fourth of them, neural networks, can be regarded as a massive parallel computing system consisting of a large number of simple processors (neurons) with multiple relationships. The network is a weighted directed graph in which vertices are artificial neurons...
and directed edges — relationships between inputs and outputs of neurons. Most problems in recognition use feedforward nets and Kohonen maps samoorhanizat-siyini (mainly in the problems of clustering).

3 Genetic algorithms

Unlike the other methods mentioned above, genetic algorithms are rather a set of stochastic algorithms, that represent a broad and uncomplicated tool to study complex optimization problems.

Genetic algorithm is evolutionary search algorithm used to solve optimization problems by successive selection, combination and variation of the desired parameters using biological evolution-like mechanisms. The peculiarity of the genetic algorithm is focused on the use of “crossover” operator, which performs the recombination operation, making the candidate. Its role is similar to the role of crossing in nature.

The most general implementation of GA (which was used in proposed approach) has next stages:

- create initial population of chromosomes
- repeat next steps until current optimal criteria is satisfied:
  1. select parent chromosomes;
  2. perform crossover to make child population;
  3. perform mutation to child population;

The most fundamental description of genetic algorithms is provided in [3]. The possibilities of genetic algorithms as studied in [46]. The efficiency of GA was shown in schema theorem and proven in 1975 by John Holland in [3].

4 Cluster analysis and classification in pattern recognition

Cluster analysis is associated with the first optimisation problem, caused by recognition problem (1). The paper [7] proposed to use genetic algorithms to select the optimal cluster centers from disordered and unlabeled original data set. This paper describes a genetic algorithm optimized to improve the classification of data by NPC (classification by the nearest prototype).

Also, detailed analysis of clustering techniques using GA held in the works [8–15]. In this paper, clustering is considered as a method of obtaining the key features of the image. The output from cluster analysis, viewed as coloured areas from converted original image, can be considered as input to the classifier.

Classification is associated with the second problem, caused by recognition problem (1). Among the many approaches to the implementation of this process, there are three main [16]:

- based on the symbolic approach;
- based on neural networks;
- based on social and emergency principles.

Also hybrid implementations are possible. The trend of recent years is the addition of the first two categories of algorithms in the third.

The methods that combine the first and third approaches, often include a combination of decision trees and genetic algorithms. In papers [17, 18] there are described algorithms, that use genetic algorithm for finding concepts for inductive algorithm, which constructs decision trees. A modified implementation of this approach is presented [19].

The second class of methods generally include those, that use neural networks. By [20], there are three basic approaches to combining neural networks and genetic algorithms: configuration weights in neural networks using GA [21, 22], construction of network topology [23], selection of training data to the network.

The methods belonging to the third approach, rank those that use multiple adaptation of classical genetic algorithms. The paper [24] presented modification of the classifier k-NN (k nearest neighbors) using genetic algorithms. The author proposes to use GA for accuracy checking of distribution of test cases from a given training set of classes. A similar approach is described in [25]. General research methods in this category are held in [26]. In papers [27–30] describes learning classifiers using genetic algorithms with variable-length chromosomes to determine the hyperplane or piecewise linear boundaries that outline the boundaries of classes.

5 Existing systems

There are several systems for ukrainian finger language recognition [31, 32]. There are three main stages of sign language recognition in these systems:

1. gesture data receiving;
2. obtaining additional information about the gesture;
3. processing information about the gesture.
On the first and second stages there is often used specific hardware. On the third stage of processing the received information there are next possible methods: palm shape recognition, gesture trajectory recognition, processing the whole image without extracting some of its parts.

In this paper static image recognition methods that perform palm shape recognition are considered.

The paper [31] proposes two algorithms that work with data obtained from a frontal camera. The main idea of the proposed methods is to obtain palm contours and further their comparison with the standard. The first way is to get the contours using values of the gradient of the brightness. Another way to get contours is to use the Sobel operator.

The paper [33] presents a series of algorithms which identify the elements of gesture pixel by pixel. In the first method there are used one webcam and gloves, the color of which is very different from colors of objects that fall within the field of view of the webcam. Based on the input color image a square is built, and it’s size corresponds to a hand with outstretched fingers. Then a square divided into 16 equal cells and a primitive model of the gesture is built. This way a set of primitives is obtained and further recognition process is divided into two stages, at first of which a gesture is associated with one of the primitives and at second — it is compared with the standard gestures, which correspond to the same primitive.

The second method has different format of the input data used. It uses a glove with different color of each finger. It allows precisely determine the position of each single finger and approximately determine the condition of finger — folded or unfolded.

The paper [34] suggests using analysis of connected regions in the input data to recognize elements of finger language. Authors propose to use segmentation methods on the incoming image to define gesture area $Reg$. To select the characteristic features of the palm it is proposed to choose the following parameters: area of the palm, perimeter of it, compactness, main axis orientation and elongation.

In the paper [32] it is proposed to use the neural network to distinguish regions of the ends of fingers, which are used as characteristic features of the problem of recognizing gesture. As realization of the network a multilayer perceptron was chosen. To distinguish ends of fingers from the background and determine the number of pixels on the image, that belong to fingers, a black and white standard method was chosen.

Experimentally it was determined that none of components of colour format RGB, which is used for input image encoding, does not allow to distinguish the hand region from background details. Therefore, the colors were presented in the format of YCbCr.

### 6 Proposed approach

A proposed method is based on clustering algorithm for satellite images recognition, called VGA-FCM, as described in [35], and the classification algorithm is k-NN (k-Nearest Neighbours).

The first stage of pattern recognition problem, feature selection stage, is implemented as a modified VGA-FCM algorithm. This modification performs a two-stage clustering of the original image into two regions. In [35] VGA-FCM is used to select regions corresponding to roads from the satellite image area. Modified VGA-FCM helps to distinguish regions that correspond to palm and to background.

Modified VGA-FCM has the following stages:

1. Create the initial population and calculate its value for fitness function $J_{old}$.
2. Repeat the steps 1-7 until $|J_{old} - J_{new}| > 0.01$:
   (a) Initialize the best fitness value for parent (old) population $J_{old}$ with the best fitness value of descendants (new) population $J_{new}$;
   (b) Apply selection operator;
   (c) Apply crossover operator;
   (d) Apply mutation operator;
   (e) Replace the old population with the new population;
   (f) Clear new population;
   (g) Initialize best fitness value of new population $J_{new}$;
3. Return the vector of obtained clusters.

The second stage of pattern recognition problem, classification, is implemented with the k-NN algorithm. After receiving clustered image as input algorithm compares it with every standard from standards set pixel by pixel in a following way: it color of the pixel with $(i, j)$ coordinates on the sample is compared with the color that is obtained by majority voting among the 5 standard pixels that make the “cross” (Fig. 1) with the center at $(i, j)$ pixel on the standard image.

Pseudocode of the majority voting algorithm has the following stages:
1. Get the position of the center “cross” $p_C$ at the coordinate $(i, j)$;

2. Initialize the color values “cross” ends:
   (a) $pN$ with color value of the pixel at coordinate $(i, j - 1)$;
   (b) $pZ$ with color value of the pixel at coordinate $(i, j + 1)$;
   (c) $pE$ with color value of the pixel at coordinate $(i + 1, j)$;
   (d) $pW$ with color value of the pixel at coordinate $(i - 1, j)$;

3. Calculate number of pixels in the “cross” with color that matches the background color, $N_{bg}$;

4. Calculate number of pixels in the “cross” with color that matches the hand color, $N_{hd}$;

5. Choose a color from standard as hand color, if $N_{hd} > N_{bg}$, otherwise as background color;

6. Return 1 if the pixel color on sample matches the color on standard, 0 otherwise.

Pseudocode of the classification algorithm has the following stages:

1. Determine the color of background and hand on the clustered image;

2. Reconcile sizes of sample and standards;

3. Paint sample clustered areas according to colors of standards;

4. For each $i$-th standard build number $S_i$, corresponding to the number of pixels of the sample color that correspond to hand on sample and on standard (in this case the boundary pixels of images are not considered);

5. Return the index of the sample, for which $S_i$ is maximal.

Overall block-scheme is shown in Figure 2.

7 Input data

On the clustering stage a color image of the right palm which shows a gesture on a homogeneous background is chosen as input data. Input image is encoded in JPG format, and its size is 120' × 120 pixels. To be able to process images by color, a RGB color model was chosen. In this model white is (255, 255, 255) — i.e. 100% of each of the three basic colors, and black — (0, 0, 0), their complete absence.

According to this model, the original image can be represented as $N$-element array of points in three-dimensional color space RGB. In the array $X = \{x_1, x_2, \ldots, x_n\}$, where $N$ is the total number of pixels of a color image, and every $x_j = \{x_{j1}, x_{j2}, x_{j3}\} \in X$ is a three-dimensional point.

Examples of original image and it’s clustered result are shown in figures 3 and 4:

![Figure 3: Image of letter A](image.png)  ![Figure 4: Clustered image of letter A](image.png)

On the classification stage input consists of one bicolor image with total 1024 (32 × 32) pixels and an
array of same sized bicolor images-models. Examples of one image-model and one unrecognized pattern are shown in figures 5 and 6:

Figure 5: Image-model of letter T

Figure 6: Clustered image of letter T

Before unrecognized pattern is compared with the first model it is repainted in the same colours, as model is.

8 GA implementation

Chromosome representation, fitness function and crossover operator are used the same as in [35]. Only selection and mutation operators were modified.

Selection is still performed with the use of roulette, but after each two “turns” into new population 4 chromosomes are added: two parents, that were chosen randomly with roulette, and their two childs. Number of chromosomes in population \( N \) is a fixed number, so selection operator is called \( \frac{N}{4} \) times.

Mutation operator changes one component of randomly chosen chromosomes with the integer in range \([0; 255]\).

9 Results

Results of the proposed approach (GA) were compared with ones, that were received in [31] with the brightness gradient method (BGM). Two groups of people were taken into experiment: men aged from 21 to 23 years (M2123) and women aged from 16 to 19 (W1619). Results are shown in table 1:

<table>
<thead>
<tr>
<th>Person</th>
<th>BGM</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correct of 50</td>
<td>%</td>
</tr>
<tr>
<td>M2123</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>W1619</td>
<td>33</td>
<td>66</td>
</tr>
</tbody>
</table>

As seen from the table, proposed approach shows higher results than the gradient of brightness method. Distributions of clusters and number of correct gestures recognized using genetic algorithms for both cases are presented in figures 7 and 8:

Figure 7: The distribution of clusters in recognizing the hand of men 21-23 years

Figure 8: The distribution of clusters in recognizing the hand of women 17-19 years

10 Analysis of the modified GA

The results show that the highest percentage of correctly recognized gestures correspond to \( P_M = 5\% \) and \( P_M = 8\% \) values. Values of other parameters are following: \( C_{min} = 2, C_{max} = 5, m = 3, N = 100 \). This dependence is shown in figure 9 (x-axis shows \( P_M \) variation, y-axis shows recognition score):

The effect of changing the number of individuals in the population on the total number of generations was investigated. Figure 10 presents the results of 10 successfully recognized gestures for the following values for the number of individuals: \( N = \{10, 20, 30, 40, 50, 80, 150\} \). The values of other parameters are following: \( C_{min} = 2, C_{max} = 5, m = 3, P_m = 8\% \).

Almost all numbers of generations do not exceed limit in 12, so the conclusion is that for \( N \in [20; 150] \)
there is no significant win in increasing the number of individuals.

The effect of changing the maximal number of clusters on the total number of generations was investigated. Figure 11 presents the results of 10 successfully recognized gestures for the following values for the number of clusters: \( C_{\text{max}} = \{2, 3, 4, 5, 8, 12, 100\} \). Values of other parameters are following: \( C_{\text{min}} = '2', N = '20', m = '3', P_m = '8\%'. \)

Figure 11 shows that with decreasing the maximal number of clusters, number of generations, and, consequently, the time needed for algorithm to finish, reduces.

11 Further investigations

- faster clustering algorithm;
- reading input data from the video stream;
- extension the database of gesture images;
- combining genetic algorithms with neural networks in order to increase recognition speed;
- using special input devices.
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